— TOKyd TlEECH—

Pursuing Excellence

Extreme Big Data

Next Generation Big Data Infrastructure Technologies
Towards Yottabyte/Year

Pl: Satoshi Matsuoka (matsu@is.titech.ac.jp), supported by JST-CREST

Extreme Big Data (EBD) Overview

Our project, called EBD, aims to achieve the conver-
gence of extreme supercomputing and big data in order
to cope with explosion of data from multiple sources
such as massive numbers of sensors whose resolution
IS Increasing exponentially, high resolution simulations WA T gRAL 7 q F
generating huge data results, as well as evolution of [EETRF=TSFsTS Frérﬁeworkfor -~ Resource I\/Ianagen;ent for Interactive
social infrastructures that allow for "opening up of data EBD Object Store Queryies and Anar sises
silos”, i.e., data sources being confined within an institu- ~ #escuaucucrn --
tion, much as how scientific data are being handled in CCCATATITICTIAAATCCT
the modern era as common asset openly accessible E EBD Bag
within and across disciplines. Our primary target proxy
applications include metagenomics, social simulation,
and climate simulation with real-time data assimilation. o
Based on these EBD co-design applications, we define Graph Store
future EBD convergent SW/HW architecture and
system. We have several On'gOing collaboration work Hamar Overview MapReduce-based Graph Processing

with RIKEN A|CS, ORNL, LLNL, ETH and JST Graph Rank 0 Rank 1 Rank n - with Qut-of—core Support on GPUs

EBD Proxy Appllcatlons
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Reduce ) > @ — Support out-of-core processing on GPU
Cmap @ap — Overlapping computation and CPU-GPU communication
GPU-based MapReduce | + PageRank spplication on TSUBAME 2.5 .61 ce/son|
// » 7 / NV ﬂ\ 2000 Weak scaling performance 3072 GPUs i
— =#=1CPU (523 per node) 1
Logal Array Lo caIArray Local Array Local Array § “8-1GPU (523 per node) : (SCALE 34) ‘
. n T P EESDU s er node —
HAMAR is a MapReduce-style programming for \l (T e | | ||| 2 Fee | S /T 210cSpeecp
. Local Array LocaIArray Local Array Local Array o o 1500 L——3GPUs (524 per node) | . a1 (3GPUv2CPU
next-gen supercomputers with many-core accelerators * — * ;_4
- - \\LocaIArra on NVM Local Array on NVM Local Array on NVM [irtualizg Local Array on NVM// k3 >0 _ — !
and non-volatile memory devices. Our framework =i e e : P e -
Dat Data > emcpy
(H2D, D2H) Number of Compute Nodes

handles memory overflow from GPUs by dividing data
' ' _ _ [1] K. Shirahata, H.Sato, S. Matsuoka, “Out-of-core GPU Memory Management for MapReduce-based
into multiple chunks and overlaps CPU-GPU data trans- o it ot e e Cluster2014

fer and computation on GPUs as much as possible.l'

We have developed extremely fast breadth first We have developed several GPU-based sorting imple-
search (BFS) implementations for large-scale distribut- mentations, including support for variable length keysP!,
ed environments and NVM-based hierarchical memory large-scale distributed environments'®, and out-of-core GPU
machinesl?. We have achieved several notable results memory management!l.

on the Green500 and the Green Graph3500, including . . .
3) High Performance Sorting comparison-based (quicksort.  ©1191€ Node/device sorting performance
becomlng world #1 on the GraphSOO (June 2014)[ on K ? mergesort, etc. ) for variable length keys

PP : . . Nlog(N) cmp operations
1l Distribution Sorts:
Computer and #1 on the Green Graph500 (November . ot o based s lnoarisublingar |+ SoWwWhen o is expensive _
time 200} sl T T T T T ———
2013)*on TSUBAME-KFC, based on our implementa- g TN o0 e sort ST DV (YT SN TSN STee
. . Z MSD radix sort good for short length keys E_'m' f | i e R~V -
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Large Scale Graph PrOCESSing USlng NVM high efficiency on small Al S [ —
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o 3. Experiment - 6.0 Limit of DRAM Only
‘8’ 800 CPU | Intel Kauznslfiiﬁ—zﬁgﬂ x 2 EE 5 0 4.1 Large-scale GPU-based distributed sorting on TSUBAMEZ2 [5] A. Drozd, M. Pericas, S. Matsuoka,
DRAM B % - : , L : : .
8 600 ” : S & 4.0 {—DRAN + EBD-1/0 3.8 - * GPU implementation of Efficient String Sorting on Multi- and Many-
£ M FEDSO 218 % 2 208 DRAM Onl splitter-based sorting (HykSort)
S S8 80 nY ] Core Architectures”, BigData Congress 2014.
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Optimization techniques [2] K. Iwabuchi, H. Sato, Y. Yasui, K. Fujisawa, e e » Performance prediction
Optimizations sci1 isci2 sciz iscia  ©. Matsuoka,"NVM-based Hybrid BFS with Memory _' m  — USSR Bmesss . pCle_t: #GB/s bandwidth
2Didecomposition — Efficient Data Structure”, IEEE BigData 2014. 7 R of interconnect between
vertex sorting v , : -Srﬂ:{;&;ﬁgn of cur implementation CPU and GPU
direction optimization v [3] Graph500, http://www.graph500.org.
data compression v v v ) v
sparse vector with pop counting v [4] Green GraphSOO, http.//green.graph500.0rg. 4 xllspeggﬂit;z:dpared to 8.8% reduction of overall
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