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Ultra-fast Metagenomic Analysis

Emerging Needs Extreme Performance Medical Applications
Metagenome analysis Homology Search for 18 billion sequences:
Whole oral microbiome data in HMP DB
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GHOST-MP shows extreme scalability

Weak scaling: 0.85 on 24,576 nodes (= 196,608 cores)
85% efficiency compared to 1 node, on K-computer.

Hospital Microbiome Project  Earth Microbiome Project Home Microbiome Study
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Cloud Infrastructure for Big Data Analysis

High Bandwidth
& Secure Network
by SINETS

Building a Testbed Infrastructure on Overlay Cloud
m Using SINETS5 network infrastructure (100Gbps Network)
m Cooperation with various computing resource
e Private cloud
e Public cloud
e Super computer
m Science BigData Repository
e Testbed: PetaBytes, Real System: ExaBytes
m Stored public scientific database:
e DNA Sequence DB, Astrophotography, Metrological Data,
etc.
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Public Cloud Resource
@ SINET Inter-Cloud

Exabyte DB on
Global File System

Collaboration work with NII, NIG, Hokkaido Univ. and Kyushu Univ.
For more detalls, Please go to booth #2908, “National Institute of Informatics (NII)”

Cloud-Based Burst Buffer
m Burst buffers are several dedicate nodes to provide remote

Cloud Platform

@ Kyushu Univ. TSUBAME2.5 & 3.0

@Tokyo Tech.

data cache with high throughput and low latency. @DDBJ
m Our system consists of several SCBBs (Sub CloudBB). Compute
In each SCBB, there is a Master and several IOnodes [ node X _Consistem = .

e Masters control the IOnodes in the same SCBB, manage file
metadata and handle 1/0 requests from Compute Nodes. vaster ¥ Master -1 §IHIONOCE

e |Onodes store actual data and transfer data with Compute Onode J|  10node

B Consistent hash of file path is used to distribute workload SCBRB 0 SCBB M-1
among each SCBBs Burst buffers

Poster at SC15:
“Design and Modelling of Cloud-Based Burst Buffers”, Tiangi Xu, Kento Sato, Satoshi Matsuoka.

Shared Cloud Storage
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