Dealing with Deeper Memory Hierarchy

In Post-Petascale Era

Project Overview Target Architecture

On Exa-scale supercomputers, the "Memory We consider near future HPC systems where each node has deeper

” - - memory hierarchy that consists of heterogeneous memory including
Wall problem will become even more severe, which NVM. We do not exclude usage of shared layer such as burst buffers.

prevents the realization of Extremely Fast&Big Sim-
ulations. s
This project promotes research towards this prob- §
lem via co-design approach among application al-
gorithms, system software, architeg:ture. L
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t ll Next-Gen Non-volatile Memory (NVM):
HPC Architecture with Several kinds of NVM such as STT-MRAM, ReRAM,

FeRAM, 3D Xpoint will be available in near future.
They have different properties in BW and capacity.

hybrid memory devices

HMC, HBM Next -gen NVM O(GB/S) Flash

Target: Realizing Extremely Fast&Big simulations of
O(100PB/s) & O(PB) in Exa-scale era

= —x Not only SSDs with traditional SATA/SAS interfaces,
== but recent PCle/m.2 SSDs with O(GB/s) bandwidth
are already available.

HHRT: System Software for Swap Integration with App Algorithm

Motivation Temporal blocking for stencil computation
Towards achieving fast&big simulations, we need to exploit high HHRT enables “larger” execution then upper memory, but app ex-
speed of upper memory layer (e.g. GDDR/HBM on GPUs) and large  ecution suffers from larger swapping cost, especially for stencil com-
capacity of lower memory layer (e.g. NAND Flash). putation that has worse memory access locality.
However, programming with consideration of memory hierarchy is A well known technique, “Temporal Blocking” (TB), which im-
troublesome. proves locality of stencil, achieves reasonable performance on
: HHRT. . .
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