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Large-scale LES Wind Simulation using 
Lattice Boltzmann Method for a 
10 km x 10 km Area in Metropolitan Tokyo

A lot of tall buildings and complex structures make the air f low turbulent in large urban areas. In order to 
understand the details of airflows in such areas, it is necessary to carry out large-scale Computational Fluid 
Dynamics (CFD) simulations. We developed a CFD code based on the Lattice Boltzmann Method (LBM). Since 
airflows in large cities are turbulent with Reynolds numbers of several million, a Large-Eddy Simulation (LES) 
model has to be used to solve the LBM equation. The dynamic Smagorinsky model is often used, but it requires an 
average to be taken over a wide area to determine the model constant. Since there is a huge overhead for large-
scale computations, we applied the coherent-structure Smagorinsky model that does not use any spatial averages 
and is able to determine the model constant locally. We generated the computational boundary condition based 
on real building data and carried out a domain decomposition for multiple-GPU computing on TSUBAME 2 . 0 . 
The code is written in CUDA, and the GPU kernel function is well tuned to achieve high performance on Fermi-
core GPUs. By introducing an overlapping technique between GPU-to-GPU communication and GPU kernel 
computation, we improved the computational efficiency of large-scale computations by 30 % . Although the LBM 
computation is essentially memory bound, we obtained fairly good performances for both strong and weak 
scalabilities. We used 4,032 GPUs for a computation with a 10,080 × 10,240 × 512 mesh. By executing this large-
scale computation, details of the wind behind buildings, the ”wind street” along a big streets, typhoon damage, 
etc., were revealed with much higher accuracy than ever before. An unprecedentedly detailed LES computation 
with a 1-m resolution was conducted on a 10 km × 10 km urban area of Tokyo.

Naoyuki Onodera*  Takayuki Aoki*  Takashi Shimokawabe*  Hiromichi Kobayashi**
* Tokyo Institute of Technology, Global Scientific Information and Computing Center　
** Keio University, Research and Education Center for Natural Sciences

Pedestrians often feel strong winds around tall buildings in the 

metropolitan Tokyo area. The concentration of tall buildings 

makes the air flow turbulent. In order to understand the details 

of the air f low there, it is necessary to carry out large-scale 

Computational Fluid Dynamics (CFD) simulations, but thanks 

to recent progress in supercomputers, we can now execute 

large-scale computation using a billion mesh points. Air flows 

behave as almost incompressible f luids in a wide area of 

metropolitan Tokyo. In order to have much larger time steps 

than those restricted by the sound velocity, semi-Lagrangian 

methods are of ten used to per form a time integration in 

which the pressure Poisson equation is iteratively solved 

with a sparse matrix solver. In such large-scale problems, it is 

rather difficult for sparse matrix solvers to converge efficiently 

because of pre-conditioners and the overhead of node-to-

node intercommunication.

 The Lattice Boltzmann Method (LBM) is a class of CFD 

methods that solve the discrete-velocity Boltzmann equation. 

In this method, the time integration is explicit, and the Poisson 

equation is not solved. In addition, LBM continuously accesses 

memory with a simple algorithm and is suitable for large-scale 

computations including complicated objects. As an example, 

Introduction 1 
researches per forming large-scale calculation using LBM [1] 

won the Gordon Bell prize in SC10. Moreover, fluid phenomena 

taking into consideration complex shapes have also been 

studied [2][3]. However, LBM has not been applied to turbulent 

flows at high Reynolds numbers. So far, there has been no large-

scale wind flow simulation accounting for real building shapes. 

A Large-Eddy Simulation (LES) is an approach that can deal with 

unsteady turbulent f lows. It is expected that the application 

of LES to LBM would allow one to make a stable calculation of 

turbulent f lows with high Reynolds number [4]. The dynamic 

Smagorinsky model [5][6] is a prominent subgrid-scale model 

based on the concept of eddy viscosity. However, to determine 

the model parameter, a spatial average has to be carried out 

over the global domain. This makes the computation too 

inefficient for large-scale simulations. The coherent-structure 

model (CSM) [7] is a remedy to these problems; it enables the 

model parameter to be locally calculated without taking any 

averages. CSM is suitable for a large-scale LBM computation, 

and in this study, we applied it to a LES wind simulation.
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A large-eddy simulation (LES) resolves the f low dynamics of 

large-scale structures on a grid scale (GS), and it takes into 

account the ef fect of smaller-scale turbulent structures by 

using a subgrid-scale (SGS) model. SGS models, which are 

based on the concept of eddy viscosity, evaluate the effect of 

turbulence as

Lattice Boltzmann method 2 

Large-eddy simulation 3 

Large-scale LES Wind Simulation using Lattice Boltzmann Method 
for a 10km x 10km Area in Metropolitan Tokyo

where     is the model coefficient, and     is the filter width. 

The velocity strain tensor and its magnitude are defined as

3-1 Dynamic Smagorinsky model

In the conventional Smagorinsk y model (SM), the model 

co ef f ic ient     i s  a  cons tant  in the ent i re  computat ional 

domain, and the SGS viscosity does not describe the correct 

asymptotic behavior near a wall. The dynamic Smagorinsky 

mo del  (DSM) [5 ][6 ] overcomes th is  defe c t  by dy namica l ly 

calculating the model parameter by using two types of grid 

filter. Although DSM is the most notable breakthrough in LES, 

the model parameter of DSM requires the average to be taken 

in the global domain for the sake of numerical stability. This 

introduces a large overhead fo large-scale simulations and 

makes it difficult to treat complex geometries. 

LBM is especially suitable for modeling boundary conditions 

with complex shapes. The bounce-back (BB) scheme and 

the interpolated bounce-back schemes [9][10] make it easy 

to implement the no -s l ip veloci t y condit ion .  Immersed 

boundary methods (IBM) are able to handle complex boundary 

conditions by adding external forces [11] in LBM. Since the BB 

scheme directly applies these conditions to the distribution 

function, it should be able to obtain high enough efficiency for 

GPU computing. In this research, we applied the BB scheme to 

LBM.

LBM solves the discrete Boltzmann equation to simulate the 

f low of a Newtonian f luid. The f low field is expressed by a 

limited number of pseudo particles in a streaming and collision 

process. The physical space is discretized by a uniform grid. 

Since pseudo particles move onto the neighbor lattice points 

after one time step in the streaming process, this process is 

completed without any error. The macroscopic dif fusion and 

the pressure gradient are expressed by the collisional process, 

and we used the BGK model [8], as most of the previous studies 

did. The time evolution of the discretized velocity function is

Here,      is the time interval,    the relaxation time, and　　　　

the local equilibrium distribution at time    and position    . In 

the D3Q19 model, the components of the velocity vector are

We used the following local equilibrium distribution

where    is the density and   is the macroscopic velocity. The 

corresponding weighting factors of the D3Q19 model are 

The relaxation time in the collisional process is determined 

using the dynamic viscosity,
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T h e  o v e r l a p p i n g  m e t h o d  i s  a  t e c h n i q u e  t o  h i d e  t h e 

communicat ion t ime with the computat ion t ime [13][14].  A 

computational domain is divided into a central region and a 

boundary region. First, the GPU kernel for the boundary region 

launches and the GPU kernel for the central region and the 

GPU-to-GPU communication are executed simultaneously.　

The data communication between a host memory and a GPU 

device memory is performed done by using the CUDA runtime 

API “cudaMemcpyAsync”, and we used the asynchronous MPI 

library for data communications between compute nodes.

The TSUBAME 2.0 supercomputer at the Tokyo Institute of 

Technology is equipped with more than 4,000 GPUs (NVIDIA 

TESLA M2050) and has achieved 1.192 PFLOPS on the Linpack 

benchmark. We measured the performance of our LBM code 

on TSUBAME 2.0.

 

5-1 Performance on a single GPU

In our GPU implementation, the streaming and coll is ion 

processes are fused so as to reduce memory accesses. The GPU 

code is compiled with the support of the Super Function Unit 

(SFU) and a 32-bit mode in association with other optimized 

techniques. Figure 1 shows the performance of our LBM code 

to compare with the theoretical performance estimated by 

the improved roofline model, which is expressed in terms of 

the amount of arithmetic operations (    ) , the amount of data 

access (     ), the peak performance (           ), and the peak memory 

bandwidth (            ):Optimization of the LBM computation 
for multiple GPU computing 4 

Performance on TSUBAME 2.0 5 

3-2 Coherent-structure Smagorinsky model

The coherent structure model (CSM) [12] is a promising approach 

to solve the above problems. In CSM, we can determine the 

model parameters locally by using the information about the 

turbulent structure [7]. The model coefficient             is calculated 

by treating the coherent structure       as a function of the 

second invariant of the velocity gradient tensor    and the 

magnitude of the velocity gradient tensor     :

The coefficient     '  = 1/20 is a fixed model parameter, and it is 

optimized for a wide range of simulations. CSM is suitable for 

parallel computing without any average process.

3-3　Subgrid-scale eddy viscosity of the lattice Boltzmann 
method

Incorporation of CSM into LBM makes it possible to carry out 

a large-scale simulation with complex boundaries at high 

Reynolds numbers. The total relaxation time with the eddy 

viscosity is

 Regarding the domain decomposition, we divide 

the domain two-dimensionally in the y- and z-directions. The 

components of the velocity distribution function with the 

velocity direction require communications about their directions. 

In particular, six components of the velocity distribution function 

　　　　　　, 　　　　 require MPI communications in the 

y-direction, six components　  　　　　　 , 　　　　  require MPI 

communications in the z-direction, and seven components

　　　　　　 and u i require MPI communications in the y- and 

z-directions.

The following parameters were used in this estimation:

We achieved 198 GFLOPS in 32-bit mode in single precision. 

We have an 8 % performance increase with the 32-bit compile 

option. The per formance ef f iciency relative to that of the 



05

Large-scale LES Wind Simulation using Lattice Boltzmann Method 
for a 10km x 10km Area in Metropolitan Tokyo

Fig. 1   Per formance on single GPU (red point)
 and improved roof line model expressed
 by Eq.(10) (blue line).

Fig. 2   Weak scalabil i t y in single precision.

Fig. 3   Strong scalabil i t y in single precision.

The large-scale wind simulation of a 10 km × 10 km area had 

a resolution of 1 m and it included real building data of the 

city of Tokyo. The computational domain covered the major 

wards of Tokyo, including Shinjuku, Chiyoda, Chuo, Minato, 

and Meguro. We used 4,032 GPUs and a 10,080 × 10,240 × 512 

mesh. The inflow and outflow conditions were applied in the 

streamwise direction (from north to south). Periodic boundary 

conditions were assumed in the spanwise direction (east and 

west). The ground had a non-slip condition. The inlet velocity 

was set to be Uin=A log10 z/z0 , where the ground roughness was 

Wind simulation in metropolitan Tokyo 6 

roofline model is 92% , and this means that the GPU kernel code 

is well-tuned on Fermi-core GPUs.

5-2 Performance on multiple GPUs

Figures 2 and 3 present the weak and the strong scalabilities 

of the LBM performance on TSUBAME 2.0. In these figures, the 

horizontal axis indicates the number of GPUs, and the vertical 

axis the performance (TFLOPS) in single precision. 

 R e g a r d i n g  t h e  w e a k  s c a l a b i l i t y  r e s u l t s ,  e a c h 

GPU handled a domain with a 192 × 256 × 256 mesh. The 

overlapping technique improved scalability by 30% compared 

with the situation without overlapping. We achieved 115 

TFLOPS using 768 GPUs and 149 TFLOPS using 1,000 GPUs, 

which is 15% of the peak performance. 

 Regarding the strong scalability, the overlapping 

technique hid communication costs more efficiently from 32 

GPUs to 256 GPUs; the result on 64 GPUs was 97 % efficiency , 

the result on 128 GPUs was 87 % efficiency , and the result on 

256 GPUs was 63% efficiency compared with the performance 

on 32 GPUs. Since the model parameter of CSM could be 

locally determined without averaging, we obtained fairly good 

performance for both strong and weak scalabilities. 
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Fig. 4   Tokyo area corresponding to 
 the computation (north is up).

Fig. 5   Snapshot of wind f low using particles 
 (north is up).

Fig. 6   Shinjuku area (north is up).

z 0 =2 and wind velocity was 10 m/s at a height of 100 m. The 

Reynolds number, which was evaluated from the inlet velocity, 

physical properties of the air, and heights of the buildings, was 

about 106. Since the Reynolds number was very high, the wind 

simulation without the SGS model was unstable and eventually 

numerically diverged.

 Figure 4 shows the map of the Tokyo area in the 

computat ion (2012 Google ZENRIN),  and Fig .  5  shows a 

snapshot of the wind f lows visualized by using mass- less 

particles. It is clear that tall buildings af fect the wind over a 

broad area, and a strong turbulent wind arises near Shinagawa 

Station.

 In order to study the wind flow in detail, we examined 

the instantaneous velocity profiles. Figure 6 shows a map of 

the Shinjuku area, and Fig. 7 shows the velocity profile at a 

height of 25 m. The blue area indicates the buildings. It is clear 

that strong winds blow along big streets and very complicated 

velocity profiles are generated behind tall buildings. Figure 8 

shows the velocity profile at a height of 100 m. We can see that 

strong winds blow at higher altitudes and cause turbulence on 

the ground.

 Figure 9 shows the vertical velocity profile along the 

red dotted line in Fig. 6. This figure shows that tall buildings 

push down high-velocity flows, and turbulent vortices behind 

bui ldings mix the atmosphere in the ver t ica l  d i rec t ion . 

Figure 10 shows a snapshot of the wind f low using massless 

particles. The particles were generated at fixed points with 

time sequence. The figure shows that streamlines formed by 

the particles are strongly disturbed by the complicated flows 

behind the buildings, whereas the streamlines near low-rise 

buildings are not so disturbed. 

 The above results clearly show that by executing a 

large-scale LES wind simulation using detailed data on real 

buildings, we succeeded in getting a high-resolution profile of 

the airflows in metropolitan Tokyo.
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Large-scale LES Wind Simulation using Lattice Boltzmann Method 
for a 10km x 10km Area in Metropolitan Tokyo

We presented a large-scale wind simulation accounting for 

data on real buildings in metropolitan Tok yo. The lat tice 

Boltzmann method with the coherent-structure Smagorinsky 

model was applied to turbulent flows with Reynolds number of 

several million. The code was written in the GPU programming 

Summary and conclusions 7 
framework CUDA, and the GPU kernel functions were well 

tuned, achieving 92 % effective performance compared with 

the roofline model on a single GPU. We achieved 149 TFLOPS 

in single precision on 1,000 GPUs, which is 15 % of the peak 

performance, by using an overlapping technique. 

 The large-scale wind simulation covered a 10 km × 

10 km area of downtown Tokyo to a resolution of 1 m, and the 

results revealed the large-scale structure of the wind, as well as 

detailed winds behind buildings, and the ”wind street” along 

big streets.

Fig. 7   Horizontal velocity profile 
 (m/s) at a height of 25 m in 
 the Shinjuku area 
 (north is up).

Fig. 10   Snapshot of wind f low using particles in the Shinjuku area (north is lef t).

Fig. 8   Horizontal velocity profile 
 (m/s) at a height of 100 m 
 in the Shinjuku area 
 (north is up).

Fig. 9   Vertical velocity profile (m/s) 
 in the Shinjuku area (north is lef t).
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 We concluded that the present scheme is one of most 

promising approaches to simulating a wide area of turbulence. 

The LES computation for the 10 km × 10 km area with a 1-m 

resolution is the most extensive of its kind.
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Evaluation of Electromagnetic Wave Exposure 
by Large-scale Electromagnetic Field Analysis 
in Response to the Frequency Migration of 
Mobile-relay FPUs

NHK’s f ield pickup unit (FPU) operating in the 7 0 0 -MHz band is used for transmitting video and audio signals 
during mobile relays of marathons, long-distance relay races, and other road events, but Japan’s Ministry of 
Internal Af fairs and Communications (MIC) is now studying a migration to the 1. 2 -GHz and 2 . 3 -GHz bands as 
part of a frequency-reorganization action plan. Since the target frequencies are higher than those in the 70 0 -
MHz band, propagation loss is greater, and we are now investigating the increasing of transmission power 
to compensate for that loss. Increasing transmission power, however, raises concerns about the ef fects of 
electromagnetic wave exposure on the announcer, driver, or other broadcast-van personnel in the vicinity of 
any transmitting antennas. For this reason, we analyzed the specif ic absorption rate (SAR) on human bodies by 
modeling transmitting antennas for FPU operation in the 700-MHz, 1.2-GHz, and 2.3-GHz bands and by analyzing 
the electromagnetic fields impacting the announcer and driver using a numerical human-body model.

Naoto Kogo*  Tetsuomi Ikeda**
* NHK Engineering Administration Department　** NHK Science & Technology Research Laboratories

NHK currently uses a field pickup unit (FPU) [1] operating in the 

700-MHz band (770 – 806 MHz) to transmit video and audio 

in mobile relays of marathons, long-distance relay races, and 

other road events. However, Japan’s Ministry of Internal Affairs 

and Communications (MIC) is studying a migration of the FPU 

frequency band to the 1.2-GHz (1.24–1.3 GHz) and 2.3-GHz 

(2.33–2.37 GHz) bands as part of a frequency-reorganization 

action plan [2]. In these candidate frequency bands, however, 

f ree-space transmission loss and dif fraction loss are high 

compared with that in the 700-MHz band, so we are studying 

ways of compensating for that loss such as by introducing a 

space-time trellis coded, multiple-input and multiple output 

(STTC-MIMO) scheme [3] or increasing the transmission power 

beyond that of the current FPU. Increasing the transmission 

p ower,  h owever,  r a is es  co n cer ns  ab o u t  th e  am o unt  o f 

electromagnetic power impacting broadcast-van personnel in 

the vicinity of any transmitting antennas compared with that 

of the current FPU.

 When discussing the ef fects of electromagnetic 

wave exposure on the human body, it must be kept in mind 

that the applicable range of a “general environment” in radio-

radiation protection guidelines [4] has been expanding as the 

usage scenarios of radio equipment become increasingly 

diversif ied. For example, studies have been per formed on 

applying the acceptable specific absorption rate (SAR) not only 

to radio equipment used in close proximity to the side of the 

head as in mobile phone terminals but also to radio equipment 

Introduction 1 
that is normally used in such a way that the distance between 

the human body and the antenna is no more than 20 cm [5]. 

Specifically, radio-radiation protection guidelines have come 

to stipulate that, in a general environment, the 10g average 

local SAR [6] obtained by averaging SAR across any 10 grams of 

human-body tissue must not exceed 2 [W/kg] while the whole-

body average SAR must not exceed 0.08 [W/kg].

 O n t h e  ot h e r  ha n d ,  t h e  a p p l i c a b l e  r a n g e o f  a 

“mana g e d e nv i ro nm e nt ”  in  r a d i o - r a d iat i o n  p rote c t i o n 

guidelines is typically considered for special radio equipment 

such as  that  use d in broadcas t ing [ 7,  8].  In  this  case,  the 

guidelines stipulate that the 10g average local SAR must not 

exceed 10 [W/kg] while the whole-body average SAR must not 

exceed 0.4 [W/kg]. These guideline values are both five times 

that of a general environment. In FPU operation, though, an 

announcer, driver, and other personnel ride the broadcast van 

in close proximity to transmitting antennas, so it is necessary 

to per form evaluations in terms of a general environment. 

However, there are no examples of studies per formed on 

electromagnetic wave exposure in an actual FPU-operating 

environment taking frequency migration into account.

 In addition, taking measurements when evaluating 

e l e c t ro ma g n e t i c  w ave  e x p o su re  in  t h e  o p e r at i o n  o f  a 

mobile-relay FPU can be dif f icult since information on the 

environment surrounding the human body such as the shape 

of the broadcast van must be included. Consequently, while 

evaluation by electromagnetic field analysis is an ef fective 

method, the large structure of the broadcast van as well as 

shorter wavelengths as a result of FPU frequency migration 

make for  a  considerably  h igh de gre e of  computat ional 

complexity that makes analysis all the more difficult. 
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2.1  Antenna Model

The structures of the two-stage collinear antennas used in the 

study of this paper and photos of these antennas are shown 

in Figs. 1 and 2, respectively. Specif ically, the antenna for 

evaluation in the 700-MHz band was the two-stage collinear 

antenna currently used by NHK for remote broadcasting 

of marathons and long-distance relay races [9]. This type of 

antenna structure is generally used for transmitting signals in 

mobile relays. In addition, the antennas for evaluation in the 

1.2-GHz and 2.3-GHz bands were two-stage collinear antennas 

that we designed and constructed as prototypes giving them 

an antenna gain and radiation pattern nearly the same as that 

of the 700-MHz band for comparison purposes [10].

 The radiation patterns of the transmitting antennas of 

Figs. 1 and 2 are shown in Figs. 3 – 5. The frequencies targeted 

for analysis in this study were 800 MHz in the 700-MHz band, 

1.27 GHz in the 1.2-GHz band, and 2.35 GHz in the 2.3-GHz 

band.

Computational Model 2 

 In this paper, we report on our analysis of SAR by 

computer simulation to assess electromagnetic wave exposure 

on the human body by a FPU operating in single-input, single-

output (SISO) mode. Taking frequency migration in mobile-

relay FPUs into account, we obtained analysis results for each 

of the 700-MHz, 1.2-GHz, and 2.3-GHz bands for comparison 

purposes. For this analysis ,  we used a numerical human-

body model having the average body shape of an adult 

Japanese male, and assuming an environment in which an 

announcer and driver riding a broadcast van are positioned 

near transmitting antennas mounted on the van’s roof, we 

adjusted the posture of this model for each of these subjects. 

Furthermore, considering that this analysis would be difficult to 

perform on a standard workshop given the high computational 

complexit y of SAR simulat ions especial ly in the 1.2- GHz 

and 2.3-GHz bands, we per formed the analyses using the 

TSUBAME2.0 supercomputer.

Fig. 1   Antenna structures

Fig. 3   Radiation pattern (700-MHz band: 800 MHz)

Fig. 2   Prototype transmitting antennas
  (from the left: 700-MHz band, 1.2-GHz band,  
 2.3-GHz band)
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Fig. 4   Radiation pattern (1.2-GHz band: 1.27 GHz)
Fig. 6   Numerical human-body model 
 used in this study

Fig. 5   Radiation pattern (2.3-GHz band: 2.35 GHz)

 In Figs. 3 – 5, the amplitude values represent antenna 

gain [dBi ]  and the sol id and broken l ines the computed 

and measured values, respectively. It can be seen that the 

computational model and measured values are nearly in 

agreement, which indicates that we were able to perform an 

analysis with sufficient accuracy. It can also be seen from these 

figures that the antennas for these three frequency bands have 

nearly the same radiation pattern.

２．２　Numerical Human-body Model

The numerical  human-body model used in this  s tudy is 

shown in Fig. 6. Specifically, we used an adult Japanese male 

model described in Ref. [11] and deformed this model to fit the 

postures of the announcer and driver at the time of mobile FPU 

operation using free form deformation (FFD) [12]. This model 

consists of 51 types of body tissues and has a spatial resolution 

of 2 mm. 

 In our analysis, we set individual electrical constants 

for all of the body tissues in this numerical human-body model. 

We used the resource described in Ref. [13] to obtain the values 

of these electrical constants at various frequencies.

２．３　Analysis Model

Our aim was to analyze the announcer’s and driver’s state of 

exposure to electromagnetic waves emitted from transmitting 

antennas  m o unte d o n th e b ro a dc as t  v an un d er  ac tua l 

operating conditions. To this end, we created a detailed model 

of NHK’s RS-2 broadcast van (5980 × 2300 × 3300 mm) starting 

with a CAD model of the vehicle and used the numerical 

human-body model shown in Fig. 6 for the announcer and 

driver. Furthermore, to assess the effects of the vehicle shape 

shown in Figs. 7 and 8, we also analyzed the models shown 

in Figs. 9 and 10 with the vehicle deleted. Here, the positional 

relationships between the antennas and the numerical human-

body model in Figs. 9 and 10 are the same as those of Figs. 7 

and 8 with just the shape of the vehicle removed.

 In Figs .  7 and 9,  the announcer is  s i t t ing in the 

announcer’s booth at the rear of the broadcast van and the 

height of the antennas are nearly the same as that of the 

announcer’s body. Figures 8 and 10 show the model of the 

driver sitting in the driver’s seat of the broadcast van.

 T h ere  a re  t wo t y p e s  o f  t r ansmi t t in g antennas 

mounted on the broadcast van: one for transmitting signals 

to a terrestrial base station and the other mounted 1.87m 

behind the former for transmitting signals to a helicopter. The 

mounting positions of these antennas are those currently used 

by NHK in mobile relays of marathons and long-distance relay 

races [11]. We performed the analysis under the condition that 

both antennas are transmitting continuously with the same 

transmission power. The antennas shown in Fig. 1 were used 

for either type of antenna depending on the transmission 

frequency. In addition, the distances between the human 

body (announcer) and the base-station-directed transmitting 

antenna and helicopter-directed transmitting antenna in Figs. 

7 and 9 were approximately 3.3 m and 1.4 m, respectively, and 

the distances between the human body (driver) and the base-

station-directed transmitting antenna and helicopter-directed 
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Fig. 9   Analysis model with no broadcast  
 van (condition C)
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Fig. 7   Analysis model (condition A)

Fig. 8   Analysis model (condition B)

transmitting antenna in Figs. 8 and 10 were approximately 1.3 

m and 2.5 m, respectively.

 T h e  h e i g ht s  o f  t h e  b a s e - s t at i o n - d i re c te d  a n d 

helicopter-directed transmitting antennas were both set to 3.8 

m above the ground to comply with Japan’s Road Traffic Act 

that stipulates that the height of such a transmitting antenna 

be no greater than 3.8 m from ground level.

 We per formed an electromagnetic f ield analysis 

for both the base-station-directed transmitting antenna and 

helicopter-directed transmitting antenna for each the three 

frequency bands described earlier under the conditions shown 

in Figs. 7 – 10. We used CST Microwave Studio (CST MWS) [14] 

for conducting the electromagnetic f ield analysis and SAR 

calculations.

Fig. 10   Analysis model with no broadcast van  
 (condition D)
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３．１　SAR Computational Method

In keeping with the international use of Eq. (1) for calculating 

SAR [15], we likewise based our calculations on this equation.

 Here, σ is conductivity of human-body tissue [S/

m], ρ is density of the tissue [kg/m3], and E is the ef fective 

value of electric field strength [V/m]. In this SAR evaluation, we 

evaluated 10g average local SAR [6] obtained by averaging SAR 

across any 10 grams of human-body tissue and whole-body 

average SAR. Furthermore, we targeted a general environment 

within radio-radiation protection guidelines. In this type of 

environment, 10g average local SAR must not exceed 2 [W/kg] 

while whole-body average SAR must not exceed 0.08 [W/kg].

３．２　SAR Analysis of Transmission from 
the Base-station-directed Transmitting Antenna

We analyzed SAR for the case of transmission from the base-

station-directed transmit ting antenna under each of the 

conditions of Figs. 7 – 10 and for operation in the 700-MHz, 

1.2-GHz, and 2.3-GHz frequency bands. The maximum values 

obtained for 10g average local SAR for each condition are listed 

in Table 1 and those for whole-body average SAR are listed in 

Table 2. The maximum transmission power that could be used 

was 5W, 25W, and 40W for the 700-MHz, 1.2-GHz, and 2.3-GHz 

bands, respectively.

 First ,  in Table 1, on comparing SAR across these 

frequency bands, it can be seen that SAR becomes larger along 

with the increase in transmission power in the 1.2-GHz and 

2.3-GHz bands. We can also compare SAR results here across 

conditions A – D with respect to body-antenna positional 

relationship and vehicle presence/absence. To begin with, it 

can be seen that the presence/absence of the broadcast van 

(conditions A and C) results in no major difference in announcer 

SAR regardless of the frequency band. We attribute this to 

the fact that the announcer is situated in an essentially open 

environment despite the presence of a window frame so that 

there is practically no change in SAR. In contrast, on comparing 

driver SAR between conditions B and D, it can be seen that SAR 

SAR Analysis 3 
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with the vehicle present is as much as 1/100 smaller that that 

with no vehicle present. We attribute this result to the fact that 

the vehicle provides the driver with considerable shielding 

compared to that provided to the announcer.

 Next, SAR results for whole-body average SAR in 

Table 2 follow the same trend as those for 10g average local 

SAR. It can be seen that vehicle shielding has a large effect on 

driver SAR.

 The results in Table 1 and 2 show that maximum 

values for 10g average local SAR and whole-body average SAR 

did not exceed 0.04 [W/kg] and 0.001 [W/kg], respectively.

Table 1   Maximum values for 10g average local
 SAR [W/kg] (base-station-directed)

Table 2   Maximum values for whole-body average
 SAR [W/kg] (base-station-directed)
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Table 3   Maximum values for 10g average local 
 SAR [W/kg] (helicopter-directed)

Table 5   Total 10g average local SAR [W/kg]

Table 4   Maximum values for whole-body
 average SAR [W/kg] (helicopter-directed)

３．３　SAR Analysis of Transmission from 
the helicopter-directed Transmitting Antenna

We also analyzed SAR for the case of transmission from the 

helicopter-directed transmitting antenna under each of the 

conditions of Figs. 7 – 10 and for operation in the 700-MHz, 

1.2-GHz, and 2.3-GHz frequency bands. The maximum values 

obtained for 10g average local SAR for each condition are listed 

in Table 3 and those for whole-body average SAR are listed in 

Table 4. The maximum transmission power that could be used 

was 5W, 25W, and 40W for the 700-MHz, 1.2-GHz, and 2.3-GHz 

bands, respectively, as in the case of the base-station-directed 

transmitting antenna.

 Examining Table 3, we can see that the results for 

announcer SAR under conditions A and C are larger all around 

than the results of Table 1 since the helicopter- direc ted 

transmitting antenna is closer to the announcer than the base-

station-directed transmitting antenna. On the other hand, 

values of 10g average local SAR under conditions B and D are 

smaller since the helicopter-directed transmitting antenna is 

further away from the driver. In addition, the presence/absence 

of the broadcast van has the same effect on driver SAR as in 

Table 1 showing that the effect of vehicle shielding is large. The 

results in Table 4 for whole-body average SAR follow the same 

trend as that in Table 3.

 The results in Table 3 and 4 show that maximum 

values for 10g average local SAR and whole-body average SAR 

did not exceed 0.04 [W/kg] and 0.001 [W/kg], respectively.

３．４　Discussion

Current FPU operation in the 700-MHz band consists of ongoing, 

simultaneous transmission from the base-station-directed 

transmit ting antenna and helicopter-directe transmit ting 

antenna. There is therefore a need to evaluate 10g average local 

SAR and whole-body average SAR on the basis of a total SAR 

value that combines the individual values from each of the above 

transmitting antennas assuming the same operation format.

 Total values for 10g average local SAR from Tables 

1 and 3 for conditions A and B are listed in Table 5 and total 

values for whole-body average SAR from Tables 2 and 4 for 

conditions A and B are listed in Table 6.

 The results of Tables 5 and 6 show that total values for 

the announcer are about 100 times larger than that of the driver 

for either 10g average local SAR or whole-body average SAR. 

Table 6   Total whole-body average SAR [W/kg]
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Taking into account government plans for frequency migration 

of FPUs used for mobile relays, we investigated electromagnetic 

w av e  e x p o s u r e  o n  h u m a n  b o d i e s  p o s i t i o n e d  c l o s e  to 

transmitting antennas installed on the roof of a broadcast van 

under SISO operation.

 Assuming antenna position and operation the same as 

that of the currently used 700-MHz band, the results of our study 

revealed that 10g average local SAR and whole-body average 

SAR take on large values due to high transmission power at 25W 

for the 1.2-GHz band and 40W for the 2.3-GHz band and large 

conductivity of human-body tissue in these bands compared 

to the 700-MHz band. Nevertheless, it was found that the SAR 

values obtained were much smaller than the guideline values 

for a general environment as stipulated by radio-radiation 

protection guidelines.

 In future research, we plan to study differences in SAR 

according to antenna installation position and MIMO operation 

and to investigate techniques for reducing SAR.
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They also show, however, that those values are much smaller 

than the guideline values for a general environment stipulated 

by radio-radiation protection guidelines for either type of SAR.

 We point out here that, while this study did not target 

any engineering or control personnel riding in the broadcast 

van, windows (openings) in space occupied by such personnel 

are smaller than the vehicle’s front windshield, which suggests 

that these personnel would have SAR values that are much 

smaller than that of the driver and therefore less than the 

guideline values stipulated by radio-radiation protection values.
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All-Atom Simulation of a Cell Membrane 
System of Photosynthetic Bacteria Using 
Large-Scale GPU Calculation

In purple photosynthetic bacteria, photosynthesis takes places in vesicles of the cell membrane, and these 
vesicles are known as chromatophores. There are few membrane protein types in the chromatophores. These 
include proteins such as LH1 antenna complexes (LH1) and LH2 antenna complexes (LH2), which harvest light, as 
well as photoreaction centers (RC) and bc1 complexes. In recent years, it has become clear that the vesicle form in 
chromatophore membranes is determined by active self-organization via LH1 and LH2.In this study, to understand 
the mechanism of chromatophore self-organization at the atomic level and the determination of membrane 
form, a full simulation program was conducted. The simulation was accomplished using TSUBAME 2.0 with 70 0 
nodes, each with 2 CPUs and 3 GPUSs, on a model constructed from information obtained from an atomic force 
microscope.
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When plants receive sunlight, water (through the roots), and 

carbon dioxide (from air), they synthesize carbohydrates and 

oxygen. This phenomenon is known as photosynthesis; it is a 

process where light energy is converted into chemical energy. 

Based on the fact that the solar constant is 1366 W/m2, the 

energy that the Earth receives from the Sun can be derived as 174 

PW. 47% of this energy reaches the surface of the Earth. Research 

and development on the construction of an energy network that 

can store solar energy as chemical energy, which can then be 

retrieved when needed, is currently being carried out [1,2].

 Photos ynthet ic bac ter ia are general ly  found in 

anaerobic water areas ,  such as lakes and marshes .  They 

synthesize ATP (Adenosine Tr iphosphate) by anox ygenic 

photosynthesis, using a homogenous photochemical system. 

These photosynthetic bacteria offer a high degree of freedom 

in terms of gene recombination and are important in basic 

research for clarif ying topics such as the basic principles 

of energy conversion mechanisms, the smallest units of 

photosynthesis, and the evolution of photosynthetic organs.

 In the light-harvesting system of purple photosynthetic 

bacteria, shown in Figure 1, photosynthesis occurs in the 

vesicles of cel l  membranes;  these vesicles are known as 

chromatophores. The types of membrane proteins are few, and 

include, for example, LH1 antenna complexes (light harvesting 

complex 1) and LH2 antenna complexes (l ight har vesting 

complex 2), which har vest l ight, as well as photoreaction 

centers (RC) and cytochrome bc1 complexes. Species that 

contain no LH2, such as Rhodospirillum (Rsp.) rubrum, also 

exist; however, even in these species, LH1 exists in the purple 

photosynthetic bacteria [3].

Introduction 1 

**Current position: Japan Atomic Energy Agency

 Experiments in recent years have shown that the form 

of the vesicles in the chromatophore membranes is determined 

by active selforganization by LH1 and LH2. Thus, gaining 

knowledge on how membrane form changes according to the 

self-organization of these membrane proteins can also lead to 

a better understanding of the photosynthesis mechanism.

 In this  s tudy,  to understand,  the mechanism of 

selforganization and the determination of membrane form 

at the atomic level ,  molecular dynamics s imulat ion was 

conducted on a model [5,6] constructed from an image obtained 

from an atomic force microscope. This model is a large system 

involving approximately 20 million atoms when all proteins, 

lipid membranes, and surrounding water molecules are united.

Fig. 1   Diagram[4] focusing on the light-harvesting
 complexes and reaction in purple 
 photosynthetic bacteria.



17

Molecular Dynamics: MD is a simulation method where the 

behavior of molecules is determined using classical mechanics. 

For each atom comprising the system, interaction forces 

between surrounding atoms are calculated for miniscule 

time increments; and the time evolution of threads is sought 

by so lv ing New ton’s  equat ion of  motion,  ma = F,  using 

numer ical  integrat ion .  Molecular  dynamics that targets 

biomolecules is often used for molecular dynamics analysis, 

structural optimization, and protein binding site prediction [7].

In molecular dynamics, the interaction of atoms is calculated 

using force fields.

NAMD [9] is f ree-of-charge molecular dynamics simulation 

program developed by the Theoretical and Computational 

Biophysics Group of the University of Il l inois . It is writ ten 

using Charm++ [10], developed at the Parallel Programming 

Laboratory (also of the University of Illinois) and is designed as a 

high performance simulator of macromolecular systems. 

 An innovation in NAMD for improving scalability is 

the partitioning of interaction force calculations and simulation 

space. At the start of the simulation, the simulation space is 

subdivided into units called “patches,” which are distributed to 

each calculation-conducting processor. Each processor handles 

the data of the coordinates and velocities of atoms included in 

their respective distributed patches. The sizes of the patches 

consider account cutoff distance and are set up such that a direct 

computation section is created for the van der Waals forces and 

electrostatic interaction forces. In this way, by accounting for 

spatial locality, computational complexity and communication 

between processes can be reduced even for large-scale systems.

 In the calculation of interaction forces, computing 

objects are defined by force-type. In “compute object,” where 

forces from chemical bonds are calculated, the process through 

which the force is calculated is chosen based on which patch 

the atom requiring computation belongs to. Using this process, 

calculations of atoms that straddle multiple patches and 

processes can be done efficiently, and the reduction of data 

traffic is possible.

 The calculation of van der Waals forces and electrostatic 

interaction forces, both of which are independent of chemical 

bonds, takes up 80% –90% of the execution time in the molecular 

dynamics method. In NAMD, a GPU is apportioned for these 

calculations to make them faster. In the NAMD package, multiple 

CPU processes share a single GPU and the calculation is done on 

non-bonding forces for the atoms in the space belonging to that 

process. In this way, by applying the GPU only to non-bonding 

force calculations, and by having the GPU shared in multiple CPU 

processes, an implementation is conducted that is flexible and 

has high scalability with respect to the computer.

Molecular dynamics 2 
NAMD 3 
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 Equation (1) is a widely used force field called AMBER [8]. 

The first term represents the length of the chemical bond, the 

second term the angle of the chemical bond, the third term 

the dihedral angle, the fourth term the van der Waals force, 

and the fifth term the electrostatic interaction force. Of these 

forces, the van der Waals force and electrostatic interaction 

force are not based in chemical bonds. They are forces that 

also work between distant atoms; therefore, the computational 

complexit y increases by a power of twice the number of 

atoms. In many instances, at least 90 % of the execution time 

of molecular dynamics simulation is spent on the evaluation of 

these two types of forces.

 Af ter f irst calculating the interaction forces, the 

equation of motion is used to calculate atom coordinates and 

velocities in the next step of the simulation. Time widths used 

in molecular dynamics simulations are normally very small 

time frames of around 1–2 femtoseconds. Calculations in the 

order of nanoseconds or microseconds are required in order 

to obtain a scientifically significant result. Thus, it is necessary 

to conduct the simulation with more than a few million steps. 

Therefore, molecular dynamics has a high calculation cost, 

making it a type of computation where improvements in speed 

are strongly demanded.
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In this study, we used a 700 node, 2100 GPU in TSUBAME 2.0, 

and measured the performance benchmark data for NAMD. The 

purple photosynthetic bacteria system used was an extremely 

large system with a total of 20,305,122 atoms, consisting of 

proteins, lipid bilayers, and solvent. The versions of the NAMD 

and Charm++ used were 2.8 and 6.3.2,  respec tively.  For 

compiling, gcc version 4.3.4 and cuda toolkit 4.0 were used. In 

the measurement, the number of nodes was increased from 

4 to 700, and the strong scaling performance of the NAMD in 

response to the increase in nodes was examined. In addition, 

data was collected in relation to using 0-3 nodes per GPU. 

 In Figure 2, the result is displayed in ns/day. In other 

words, it is displayed in terms of the number of seconds the 

simulation progresses in one day. Normally, when the number 

of nodes and GPUs increases, per formance of ten does not 

improve because the data transfer and synchronization cost 

increase along with the increase of computational complexity. 

However, when using NAMD, when increasing both the number 

of nodes and GPUs, we were able to obtain per formance 

improvement up until 700 nodes and 2100 GPU. Not only 

scaling performance but also the performance improvement 

caused by use of GPU is noteworthy. When using NAMD, 1 

GPU improved performance by an approximate factor of three, 

compared to only using CPUs.

Performance measurement using a GPGPU 
for a large-scale molecular dynamics simulation 4 

Fig. 2   NAMD performance benchmark

In our study, a molecular dynamics simulation was conducted 

on a purple photosynthetic bacterium molecular model created 

by Klaus Schulten’s research group at the University of Illinois. 

We used 700 nodes and 2100 GPU in TSUBAME 2.0. Data input/

output was costly, and although the performance dropped 

under the benchmark, we succeeded in executing a simulation 

of 7 nanoseconds in total during the grand challenge period. 

 In Figure 3, we show changes in the system’s potential 

energy over 7 nanoseconds. Potential energy greatly fluctuates 

when the system is unstable or when the simulation is not 

running successfully. In this result, the potential energy is mostly 

maintained at a set value, and so it can be determined that we 

were able to conduct a stable simulation.

 Nex t , we analyzed the self-organization process 

of light-harvesting proteins. It has been reported that in the 

photosynthetic reaction process of purple photosynthetic 

bacteria, self-organization of light-harvesting proteins occurs 

in relation to the reaction center (RC). In this study, we decided 

to focus on, and conduct an analysis on, changes of the center-

of-gravity distances　between LH1 complexes, with reaction 

centers, and LH2 complexes, without reaction centers. As we 

show in Figure 4, each LH1 complex and LH2 complex was 

distinguished by being corresponded with a character of the 

alphabet. A-Z and a-j were assigned to the LH2 complexes,　

while k-q were assigned to the LH2 complexes.

Analysis of self-organization of light-harvesting proteins 
using a large-scale molecular dynamics simulation 5 



Fig. 4   Labels for each protein
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Fig. 3   Temporal change in potential energy

The purpose of this study was to analyze protein interaction 

in the chromatophores of purple photosynthetic bacteria, and 

to evaluate the performance of a GPGPU. This was done by 

conducting a molecular dynamics simulation, using TSUBAME 

2.0 with 700 nodes, on a large-scale molecular model of the 

light-harvesting complexes and reaction centers of purple 

photosynthetic bacteria.

 Molecular dynamics simulations are occasionally 

executed over a period of a few months; when the system 

becomes larger, a longer execution time is required. Because a 

GPU is installable and is

relatively cheap, and is considered to improve on computation 

speed, there is much hope being placed on it as an option 

for researchers to use in order to shorten the time required 

for molecular dynamics simulations. In this study, even in a 

20,305,122-atom system used for per formance evaluation, 

when using GPU, compared to simulation using only CPU, 

it was possible to execute at up to 5.1 times the speed with 

128 nodes, and approximately 3.6 times the speed with 700 

nodes. Furthermore, as we have shown separately, energy 

consumption can also be limited by using the GPU [11].

 The phenomenon of multiple proteins interacting 

in a membrane environment is dif f icult to measure when 

using conventional small -molecular-system simulat ions . 

It is a phenomenon that can only be observed by a large-

scale system and a computing environment that is capable 

of executing the simulation. In this study, we used the large-

scale computing environment of TSUBAME 2.0, accelerated 

by a GPU, to conduct a 7- nanosecond simulation in a period 

of approximately three days. We succeeded in simulating the 

process of protein self-organization in purple Although we 

were able to observe trends in the early stages of the self-

organization process from the results of this study, we could 

not reach a full recreation of the phenomenon. In the future, 

further execution of simulations and additional analyses will be 

needed. photosynthetic bacteria. However, as the molecular 

system size increases, the simulation time lengthens.  

Conclusion 6 

In the chart shown in Figure 5, the distance from each LH1 

complex to nearby LH2 complexes is  p lot ted over t ime. 

Tendencies can be obser ved f rom look ing at this  char t ; 

for example, as time passed the center-of-gravity distance 

gradually shortened between LH1 complex l and LH2 complex 

a and Q, LH1 complex p and LH2 complex H, and LH1 complex 

n and LH2 complex V. In par ticular, whereas the distance 

between LH1 complex n and LH2 complex V is shortening, the 

distance between LH1 complex k and LH2 complex V is mostly 

constant; and due to the fact that the distance between LH1 

complex n and LH2 complex i shows an increasing tendency, 

it can be inferred that LH1 complex n is being drawn in toward 

LH2 complex V.
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Fig. 5   Changes in distance between each LH1 and nearby LH2s.
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International Research Collaboration

Application Guidance

Inquiry

Please see the following website for more details.
http://www.gsic.titech.ac.jp/en/InternationalCollaboration

The high performance of supercomputer TSUBAME has been extended to the 
international arena. We promote international research collaborations using 
TSUBAME between researchers of Tokyo Institute of Technology and overseas 
research institutions as well as research groups worldwide.

Recent research collaborations using TSUBAME

1. Simulation of Tsunamis Generated by Earthquakes using Parallel
　Computing Technique

2. Numerical Simulation of Energy Conversion with MHD Plasma-fluid Flow

3. GPU computing for Computational Fluid Dynamics

Candidates to initiate research collaborations are expected to conclude 
MOU (Memorandum of Understanding) with the partner organizations/
departments. Committee reviews the “Agreement for Collaboration” for joint 
research to ensure that the proposed research meet academic qualifications 
and contributions to international society. Overseas users must observe 
rules and regulations on using TSUBAME. User fees are paid by Tokyo Tech’s 
researcher as part of research collaboration. The results of joint research are 
expected to be released for academic publication.


