Research towards

Next-Gen Supercomputing Systems

Fujitsu Next Generation Computing Infrastructure Collaborative Research Cluster

In October 2022, Tokyo Institute of Technology and Fujitsu have established the "Fujitsu Next Generation Computing Infrastructure
Collaborative Research Cluster" at Tokyo Tech's Suzukakedai Campus. The purpose is to realize a next-generation computing infrastructure

capable of extremely large-scale data processing and simulations based on Al and high-performance computing (HPC) technologies.
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Research and Study of Scalable Tracing for

Operation Technologies Post-5G Distributed System

Collabolative research with U. Tokyo, RIKEN R-CCS, NI, and other institutes. Collabolative research with AIST, and other institutes.
The Feasibility Study (FS) for next-generation computing infrastructure In Post-5G era, data analysis systems are more distributed and

pattern. Data are from TSUBAMES3

by MEXT, Japan was started on August 2022, and we are studying heterogeneous including edge devices. In order to monitor and
the field of operation technology of HPC. We aim to offer a manage such systems, scalable distributed tracer is required.
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requests are sent in parallel.

Costs introduced by Kubernetes (K8s) are observed.
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This work is supported by “Research and Development Project of the Enhanced Infrastructures for Post-5G

Data Leverage

Information and Communication Systems” (JPNP20017), commissioned by the New Energy and Industrial

Society 50, SDGS, Research DX Technology Development Organization (NEDO).
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http://lwww.gsic.titech.ac.jp/sc23



