TOKYO TIECH

Extreme Big Data (EBD) Overview

Our projectt], called EBD, aims to achieve the
convergence of extreme supercomputing and big
data In order to cope with explosion of data from
multiple sources such as massive numbers of sen-
sors whose resolution Is increasing exponentially,
high resolution simulations generating huge data
results, as well as evolution of social Infrastruc-
tures that allow for “opening up of data silos”, I.e.,
data sources being confined within an institution,
much as how scientific data are being handled In
the modern era as common asset openly accessi-
ble within and across disciplines. Our primary
target proxy applications include metagenomics,
soclal simulation, and climate simulation with re-
al-time data assimilation. Based on these EBD
co-design applications, we define future EBD con-
vergent SW/HW architecture and system. We
have several on-going collaboration work with
RIKEN AICS, ORNL, LLNL, ETH and JST Graph
CREST / Univ. Kyushu.

Graph500

Collaboration work with JST Graph CREST / Univ. Kyushu and RIKEN AICS

We have developed extremely fast breadth first
search (BFS) implementations for large-scale dis-
tributed environments and NVM-based hierarchi-
cal memory machinest?. We have achieved sever-
al notable results on the Green500 and the Green
Graph500, Including becoming world #1 on the
Graph500 (June 2014 and June 2015)®! on K
Computer and #1 on the Green Graph500 (No-
vember 2013)“ on TSUBAME-KFC, based on our
Implementations.

Graph500 Benchmark Performance

Nol. June 2015

History of Graph500 Scores on TSUBAME2

Nol. June 2014
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GPU Sorting

We have developed several GPU-based sorting
Implementations, Including the support for
large-scale distributed environments over 1024
nodesb!, multi-level memory hierarchies with NVM,
CPU and GPU"® and variable length keys!".
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Large-scale GPU-based distributed sorting on TSUBAME2

 GPU implementation of
splitter-based sorting (HykSort)

* Weak scaling performance
Challenge on TSUBAME?2.5)
— 1~1024 nodes (2 ~ 2048 GPUs)

— 2 processes per node and each node
has 2GB 64bit integer

[5] H. Shamoto, K. Shirahata, A. Drozd,

H. Sato, S. Matsuoka,“Large-scale Distributed
Sorting for GPU-based Heterogeneous
Supercomputers”, IEEE BigData 2014.

[6] H. Sato, R. Mizote, S.Matsuoka, “Out-of-core
Sorting Acceleration using GPU and Flash NVM.
[7] A. Drozd, M. Pericas, S. Matsuoka,

“Efficient String Sorting on Multi- and Many-

(Grand

* Yahoo/Hadoop Teraso
— Including I/O

rt: 0.02[TB/s]

e Performance prediction

>
Lo
X
r r r L
500 1000 1500 2000
K20x x4 faster than K20x
[ ]
60- —
@ of interconnect between
S an
840- pin
2
@]
o x2.2 speedup compared to )
Q P P P 8.8% reduction of overall
320~ CPU-based .
> . ) runtime when the
o) implmentataion when the .
X . accelerators work 4 times
# of PCl bandwidth
0- incr faster than K20x

Core Architectures”, BigData Congress 2014.

PCle #: #GB/s bandwidth
fint t betw
CPU and GPU

increase to 50GB/s

http://www.gsic.titech.ac.jp/sc15



