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Ultra-fast Metagenome Analysis

Extreme Big Data - Applications
Next Generation Big Data Infrastructure Technologies
Towards Yottabyte / Year 

Corpus: large
collection of texts

Efficient and compact in-
tra-node data structure 
based on ternary trees 

Distributed implemen-
tation with MPI library

Co-occurrence matrix in 
Compressed Sparse 
Row format stored to 
parallel storage in hdf5

Integration with SLEPC  high 
performance distributed 
sparse linear algebra library 
for dimensionality reduction

Various machine 
learning algorithms 

The whole pipeline 
orchestrated from Python

For more details, please visit
http://vsm.blackbird.pw
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Fig. 1 Validation Error of ILSVRC2012
Classification Task on Two Platforms Fig. 2 Target DL App. Architecture
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Fig. 3 Measured/Predicted Average Mini-
batch Size On TSUBAME-KFC/DL
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Fig. 4 Predicted Epoch Time of ILSVRC2012
Classification Task on TSUBAME-KFC/DL

The fastest configurations
within tolerable mini-batch
size 138 ± 25%

Faster but may 
degrade accuracy

Many studies have shown Deep Convolutional Neural Networks (DCNNs) exhibit great accura-
cies given large training datasets in image recognition tasks. Optimization technique known as 
mini-batch Stochastic Gradient Descent (SGD) is widely used for deep learning because it gives 
fast training speed and good recognition accuracies when mini-batch size is set in an appropriate 
range. We propose a performance model of a distributed DCNN training system called “SPRINT”, 
which uses asynchronous GPU processing based on mini-batch SGD, with considering average 
mini-batch size that is averaged number of training samples used in a single weight update. Our 
performance model takes DCNN architecture and machine specifications as input parameters, and 
predicts time to sweep entire dataset and average mini-batch size with 8% error in average on cer-
tain supercomputer. Experimental results on two different supercomputers show that our model can 
steadily choose the fastest machine configuration that nearly meets a target mini-batch size.
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data
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Databases

O (m x n) calculation
Similarity search

A typical EBD x EBD calculation!

GHOSTZ Algorithm [1][2]

Similarity filtering using triangle inequality 
among subsequences

GHOSTZ-GPU [3]: GPU Acceleration

GPU/MPI Parallelization
GHOSTZ is ~185-261x faster than BLASTX.
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• 1-million PPIs can be predicted in a day
with 3,600 CPU cores + 1,200 K20x GPUs

• Available on CPU cluster, GPU cluster[5],
MIC (Xeon Phi) cluster[6]
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Exhaustive PPI Predictions

Predicting Statistics of a Distributed DL System

Algorithms and Tools for Computational Linguistics 
Process billion-words scale corpora in-memory, distributed, fast
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Metagenome Analysis

GHOSTZ-MP: Ultra-fast Sequence Homology Search

Oral Metagenome Application

Protein-Protein Interactions (PPIs)

MEGADOCK: Ultra-fast PPI Predictions

Azure-based PPI Prediction Platform

Elucidation of protein-protein interactions(PPIs) is important for 
understanding disease mechanisms and for drug discovery
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