TSUBAME Industrial Use -Statistical Information-
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External Industry

Distributed Computing for Machine Learning on Large-Scale Image Dataset

Ikuro Sato*, Ryutaro Watanabe*, Hiroki Nishimura**, Akihiro Nomura***, Satoshi Matsuoka*** (*DENSO IT LABORATORY, INC., *DENSO CORPORATION, **Tokyo Institute of Technology)
(This article is extracted from TSUBAME e-Science Journal Vol 14.)

Intensive researches have been revealing that machine-learning methods known as
Deep Neural Networks (DNNs) show great classification capabilities through supervised
training on massive datasets. This research aims to quantify a condition that primarily
controls classification capabilities, and generate a high-performing ensemble classifier
consisting of plural DNN models. As for the training, we used node-distributed ma-
chine-learning program that we developed from scratch. As many as 96 GPUs are used
to train a single DNN model. Most models are trained during the TSUBAME Grand
Challenge, using 1146 GPUs simultaneously at peak, reaching about 1 TFLOPS (single)
per GPU In the cost derivative parts.
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Figure 2. Validation images falsely classified by

our model. (a) Arabian camel, (b) triceratops.
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Figure 1. Validation images correctly classified by our model.
(a) Unicycle, (b) paddle, (c) bubble.

HPCI Confederation

HPCI

- 11 supercomputers in Japan, including TSUBAME3.0
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Figure 3. The relationship between the classification
accuracy and the number of training parameters. The
blue line indicates the number of training samples.

. High Performance Computing Infrastructure
- National grid infrastructure for HPC research

Resources

- 100PB global shared storage to share data

Services
- One-stop sign up to all resources

- Single sign on to all resources using Shibboleth & GSI

Status

- 13 projects and 144 users use

Hokkaido University

JHPCN

JHPCN : Joint Usage/Research Center
for Interdisciplinary Large-scale

GSI-SSH
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Status

- 16 projects uses TSUBAME3.0, and total 52 projects are adopetd as JHPCN projects on FY2018

http://www.gsic.titech.ac.|p/sc18



