Joint Usage of TSUBAME3.0

Partnership Resource Allocations

TSUBAME Industrial Use -Statistical Information-

TSUBAME is open to academia and industries. Industrial use started in FY2007.
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Development of Al and simulation technologies to accelerate ocean-bottom exploration

Hirotada Hashimoto (Osaka Metropolitan University) This result is an excerpt from the reports at an URL: https.//www.gsic.titech.ac.jp/kyodou/kadai r3

The importance of seabed exploration using research vessels is increasing. An innovative ship control is required in a situation where El
natural disturbances complicatedly change in time. As a first step, we developed Al for autonomous ship maneuvering based on deep
Q-learning. In addition, in order to accelerate the development of mining and mining equipment, a GPGPU DEM code for simulating
seabed environment was developed.
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Figure 1. An example of ship trajectory of
collision avoidance by Al Figure 2. Visual comparison of discharge flow
High Performance Computing Infrastructure For more details, please go to booth #2203
- National grid infrastructure for HPC research Research Organization for Information Science
& Technology (RIST)”

Resources

- 15 supercomputers in Japan, including TSUBAMES3.0
- 90PB global shared storage to share data
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- 10 projects use TSUBAME3.0 for the HPCI project on FY2022
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Joint Usage/Research Center for Interdisciplinary Call for Proposals of Joint Research Projects
Large-scale Information Infrastructures Approximately 50 research projects in each year, including interna-
The Network-Type Research Center aims to contribute to the ad- tional & Industry joint research projects

vancement and permanent development of the academic and re- Status

search infrastructure of Japan 6 projects use TSUBAME3.0, and total 63 projects are adopted as

Resources Provider JHPCN projects on FY2022
8 supercomputer centers in Japan, including TSUBAMES3.0

https://www.gsic.titech.ac.jp/sc22



