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To achieve higher performance and larger data capacity on Supercomputers
future architectures, we need to explore next-gen memory are traditionally de-
hierarchy. We are developing estimation tool chain of memory ~ Signed to execute e
performance of future architecture, whose features are: large and non-inter- ——
Light weight: it takes history of the entire application execu- ﬁgtt'(‘f é‘;ﬁz Sﬁ'f&a
tion as input, which can be too heavy for cycle-wise simulators. '
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many cores and topology including chip-lets and memory chips. .+, want to interact via Web Port
Estimation Tool with compute ebased et
Architecture (r N N nodes: debugging, visualization, and education of novice users in
Jeseriptior e the classroom.
' Engine “Network In TSUBAMES3.0 supercomputer, we introduced two new features
| Memory Trace | Simulator Showing to satisfy such demands:
B N\ /> ) pottencck Interactive use only nodes: We spare four nodes as dedi-
. cated nodes for shared interactive use. Users can run interactive
G | (R EaumanEa, 13 jobs without waiting for job execution, even if the compute nodes
= |I e, T II s are filled with batch jobs. Performance might not be optimal as
ASEScIC s gt et 8 8 the nodes are shared with multiple jobs, but still acceptable for
«ps - I R S s such interactive usage.
II i iII o ax max tax sax wimnsicen: Wehbh-based access to Applications on compute nodes:
S o SMNet: Li'geﬁf’t . '.P“"I“:tt Novice users can use command-line shell and Python console
| - Light welght memory running on high-performance TSUBAME nodes without any com-
| — hierarchy simulator plicated knowledge of Linux, such as SSH key-pair authentica-
DATViwer: GUI tool to de- Contact: Toshio Endo

_ _ - _ tion. Currently, Jupyter Lab, code-server (web-based clone of VS
scribe the architecture endo@is.titech.ac.jp code) and noVNC (web-based VNC server) are supported.
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Power consumption Is expected to be Scheduler overview: The Case for Strong Scaling in Deep Learning:
a first class design constraint for st e [ Training Large 3D CNNs with Hybrid Parallelism
developing petascale supercomputers. ;. [ el . | _ _
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budget, hardware ove r-provisioning is | % - k== partitioning the training ¢ = . R
proposed. We are creating a [ | of 3D convolutional E —— Emn Jo

S j = L e e B e e R — ~ I B B e S
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M StUdy the impaCt Of Number of GPUs Number of GPUs

Job Scheduler for Power-Constrained HPC Systems ata'size and present O comtion 0
Objective: Providing a common resource management tool for comprehensive performance and scaling results of two different
hardware-overprovisioned HPC systems huge 3D CNNs, the CosmoFlow network and 3D U-Net,

including training a single model with up to 2048 V100 GPUs.
Furthermore, we demonstrate an order-of- magnitude
improvement in the prediction quality of the CosmoFlow network.

- Maximize throughput of a system within a given power budget

- Provide extensibility and flexibility (plug-in based interface)
Plug-in based interfaces and functionalities:
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AllIReduce communication, and the
use of stale Fisher matrices. We achieved 2 minutes training

of ResNet-50 / ImageNet-1K with 2048 GPUs by Distributed
K-FAC.
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Power Analyzer plug-in estimates job characteristics A Systematic Performance Analysis of
Power Allocator plug-in controls power-cap dynamically Second-order Optimization using K-FAC
Node Power Manager plug-in provides a way to manage the We perform second order Reshet 50 breakdown tms1
power consumption within compute nodes optimization on deep neural
Power monitor provides continuous monitoring of power networks using Kronecker factored ™
consumption of every compute node approximate curvature (K-FAC). ™
Experiment: Measurement of power consumption on HA8000 HPC System (965nodes) Various performance optimizations ™
Runtime power consumption Power utilization were performed including the use ot
gy e mer st T e fp16 gradients and fp21 Fisher sy wamcrus sssem wc sy 5
I m“ ““l |||“ ““ matrices, hierarchical ring E I ey

to TDP of CPUs x 400 nodes
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