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We investigated multiphase flow characteristics inside 3D porous rocks by a highly efficient multi-phase lattice Boltzmann method (LBM). Using GPU supercomputer (TSUBAME 2.5), we can conduct two-phase LBM simulation for extremely large-scale digital rock model (1000\(^3\) grids) reconstructed from micro-CT scanned images. These efforts enable us to enlarge the size of digital rock model from the pore-scale (\(\mu\)m scale) to the core-scale (mm scale). As a result, we can compare the results derived from LBM simulation with laboratory experiments. In Carbon Capture and Storage (CCS) project, the CO\(_2\)-water (two-phase fluid) migration processes in geologic reservoir are influenced by many reservoir parameters (e.g., temperature, interfacial tension, pore structure, wettability and pressure). Using the two-phase LBM, we calculated CO\(_2\)-water behavior under various reservoir conditions and identified suitable conditions for effective CO\(_2\) storage. We further modeled mineral precipitation process of CO\(_2\) inside the rock pore by considering CO\(_2\)-water flow.

**Introduction**

The characteristics of fluid flow in porous media have been subject of great interest in a wide range of scientific and engineering disciplines. In particular, the displacement of one fluid by another (i.e., two-phase flow) is a process that is central to enhanced oil recovery (EOR), carbon capture and storage (CCS), remediation of non-aqueous phase liquids (NAPL), and geothermal system. Here we focus on CCS project as an application of multiphase flow simulations.

CCS project involves capturing CO\(_2\) produced by large industrial plants and injecting it deep into a geological formation. This project prevents large amounts of CO\(_2\) emission into the atmosphere\(^{[1]}\). In this project, the behavior of the CO\(_2\) injected into a reservoir can be characterized as two-phase flow in a porous media—specifically, the displacement of formation water (wetting phase) by supercritical CO\(_2\) (nonwetting phase) during CO\(_2\) injection (i.e., drainage process), and CO\(_2\) displacement by water (i.e., imbibition process) after CO\(_2\) injection. Pore-scale interfacial instabilities, such as Haines jumps, snap-off and fingering phenomena, relate to the stability, injectivity, mobility and saturation of CO\(_2\) in the reservoir. Therefore, understanding pore-scale CO\(_2\) flow is crucial to estimating critical CO\(_2\) characteristics in reservoir, including storage capacity, leakage risk, and storage efficiency.

Recently, numerical models based on the lattice Boltzmann method (LBM) have been proposed and are growing in popularity because they provide a convenient means to simulate both single-fluid and multiphase flow behavior within a porous medium system\(^{[2]}\). Unlike traditional computational fluid dynamics (CFD) methods, which solve the conservation equations of macroscopic properties numerically, the basic idea of LBM is that it considers a many-fictive-particle system obeying the same conservation laws. Those particles perform consecutive propagation and collision processes over a discrete lattice mesh.

The conventional multiphase models, such as the level set\(^{[3]}\), volume of fluid\(^{[4]}\) and phase-field\(^{[5]}\) methods, usually need complicated auxiliary algorithms to track and handle the fluid interfaces. Whereas phase separations can be generated automatically from particle dynamics, and no special treatment is needed to manipulate the interfaces in LBM. Moreover, LBM has advantages in dealing with complex boundaries and incorporating microscopic interactions for multi-physics. These features make the LB model well suited to simulate multiphase flow directly on digital rock models with complex pore structure (Fig. 1).

However, multiphase LBM simulation for porous medium systems with sufficient resolution and large grid-number remains computationally challenging\(^{[6,7]}\). Since LB models are computationally expensive, without efficient parallel implementations of the algorithms, large amounts of computer time will be required due to the number and complexity of computations required.

Recently, a powerful parallel co-processor, the graphics processor unit (GPU), has drawn much attention due to its outstanding performance for accelerating general scientific computation. GPU computing can be performed using parallel computing architecture CUDA. Over the past few years implementation of single-phase LBM on GPUs has provided excellent performance when compared with their central processing unit (CPU) equivalent\(^{[8,9,10]}\).

In this study, we extend and implement multi-phase LBM by adopting GPU computing techniques in order to investigate multiphase flow characteristics inside 3D porous rocks (Fig. 1). We used the micro-CT to scan the rock sample with enough resolution to reveal the correct pore structures in 2D slices. These 2D images are segmented and interpolated to reconstruct the 3D digital rock model (Fig. 1). This binarized porous media data is mapped to a uniform Cartesian grid.
Multiphase lattice Boltzmann models have been proposed as an efficient method to solve immiscible two-phase flow systems in porous media. In the present study, we adopt an optimized version of the RK-model [11] which uses a multiple-relaxation-time lattice Boltzmann approach and is able to allow simulations with variations of density and viscosity. The bounce-back scheme is implemented for the non-slip boundary condition at the fluid–solid interfaces. Different wetting conditions such as wetting with a non-zero contact angle or mixed wetting can be easily incorporated by changing the order parameter on the solid wall.

The multi-phase LBM used here has three remarkable advantages. First, almost all the calculations are local; second, complicated procedures for interface tracking are not necessary; and third, the scheme is purely explicit without solving any Poisson equations. These characteristics are very favorable for parallel computing.

The parallel implementations are carried out at two levels: the CUDA core level and the inter-GPU level. Because the microprocessors of the GPU chips are thread-block organized at the logical level, parallel computing inside a single GPU board (CUDA core level) is to essentially define a relationship between thread/block IDs (threadIdx.x/y, blockIdx.x/y) and lattice nodes. Here, we define a grid of blocks in the x- and y-directions, and assign each block a number of threads in each direction corresponding to the number of lattice nodes (Fig. 2). Consequently, one thread is responsible for calculating a column of lattice nodes along the z-direction. The block size (blockDimx, blockDimy) should be determined at the beginning of the calculation, and the numbers of blocks in the x- and y-directions are therefore Nx/blockDimx, Ny/blockDimy, respectively.

Consequently, there is no need to loop in the x- and y-direction in the kernel code and all the threads are automatically ordered by the GPU controller and executed simultaneously. We obtain the following relations between thread/block IDs and nodes index jx, jy in the x- and y-direction (Fig. 2):

\[ jx = blockDim.x \times blockIdx.x + threadIdx.x; \]  
\[ jy = blockDim.y \times blockIdx.y + threadIdx.y. \]

Another important point to consider is the data layout of the array to store the particle distribution function. Because the threads do not access the memory individually, but in groups of 32, the GPU will coalesce access to the contiguous memory elements. As a result, continuous memory access is extremely important to exploit the maximum memory bandwidth. Here, to store the particle distribution, a one-dimensional data array is adopted in which the data layout is defined as

\[ i \times L_x \times L_y \times L_z + jz \times L_x \times L_z + jy \times L_z + jx \]

To reduce the data memory access, the collision step and the stream step are combined. As a consequence, the computational efficiency is increased by 30%

To simulate a large-scale system, two memory-saving schemes have been incorporated into our code due to the limited memory space in a single GPU board. First, we adopted a sparse memory storage method to avoid storing the information of solid nodes. Second, both collision and propagation processes are designed to evolve in a single array with the size of a grid cell at one time step.

Moreover, for extremely large-scale simulation, multi-GPU implementation (inter-GPU level) is necessary. A simple domain decomposition along the z-direction is performed, and each GPU is assigned a subdomain of the total computational volume. For each interface between these subdomains, we use one additional layer of ghost cells (Fig. 3) which are synchronized at every time step to ensure the correct calculation of the color gradient.

Data communications have to be carried out between neighboring GPU boards at each time step. There are two patterns of data transfer mode (Fig. 3). One is the data transfer between GPUs on different motherboards, and the other is between GPUs connected to the same PCI-E bus on one motherboard. For the first case, the data transfer has to be conducted through host CPU sides, whereas the second can be carried out by using direct peer-to-peer communication features.
(Fig. 3). Ghost cell data that need to be exchanged between hosts are transferred by an Message Passing Interface (MPI) library. The data exchange between device and host is the most limiting factor. To improve the efficiency, we used pinned-host memory and only exchanged the values that were absolutely necessary corresponding to five distribution functions for the velocity field and two densities for the phase field.

With this highly efficient multi-phase LBM code, large-scale computation with sufficiently high resolution for digital models of natural rocks becomes possible. Using 20 nodes of TSUBAME 2.5 (equipped with total 60 NVIDIA K20X GPUs), we successfully carried out the two-phase flow behaviors in a large-scale digital rock model with a system size of $1000^3$ (Fig. 4). These efforts enable us to enlarge the size of digital rock from the pore-scale (μm scale) to the core-scale (mm scale). As a result, we can compare the results derived from LBM simulation with laboratory experiments.

![Fig. 2](image1.png)
**Fig. 2** Domain distribution in the CUDA framework.
(a) Physical node assignment.
(b) Logical block/thread partition.
Each thread is assigned to a single (x,y) value and works on all z values.

![Fig. 3](image2.png)
**Fig. 3** Communication scheme showing data transfer between different GPU boards: Unified virtual addressing (UVA) CUDA memory copy between host and device; Peer-to-peer memory copy between devices in the same node; MPI data exchange between hosts. Ghost cells are represented by black filled squares.

![Fig. 4](image3.png)
**Fig. 4** Example of CO\(_2\) behavior within pore space of Berea sandstone (Fig. 1) using two-phase lattice Boltzmann method. The left is inflow side. White indicates the injected CO\(_2\). The solid grain and water are transparent in this figure. The grid size is $1000^3$. 
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Here we showed a few applications of multiphase LBM scheme; (1) multiphase flow behavior under various reservoir conditions, (2) optimum reservoir conditions for effective residual CO\(_2\) trapping and solubility CO\(_2\) trapping, and (3) mineralization modeling and its influence on the hydrologic properties.

3.1 Multi-phase flow behavior controlled by reservoir conditions

The CO\(_2\)-water behaviors in reservoir are influenced by many reservoir parameters (e.g., temperature, interfacial tension, pore structure, wettability and pressure). Here we quantify hydrological properties under several reservoir conditions (e.g., interfacial tension) from CO\(_2\) behavior within pore space (Fig. 5) \[12,13\].

In the conditions of lower interfacial tension (Fig. 5a), the CO\(_2\) moves faster. Indeed, the relative permeability calculated from the fluid behavior decreases with increasing IFT because of growing capillary trapping intensity (Fig. 5c). The relative permeability estimated for several reservoir conditions is crucial information in conventional field-scale reservoir fluid simulation. In contrast, equilibrium CO\(_2\) saturation is higher at higher interfacial tension case (Fig. 5b), indicating the CO\(_2\) storage capacity is higher in this condition. This simulation demonstrates that we can estimate CO\(_2\) saturation and permeability at any reservoir conditions using this approach.

3.2 Optimum conditions for residual and solubility CO\(_2\) trapping

We calculate residually trapped CO\(_2\) clusters to quantify CO\(_2\) trapping mechanisms in natural sandstone (Fig.1). The residual CO\(_2\) distribution is generated following simulation of the drainage and imbibition processes (Fig.6) \[14\]. The characteristics of the residual CO\(_2\) cluster in terms of size distribution, major length, interfacial area, and sphericity are investigated under conditions of different interfacial tension (IFT).

Our results indicate that high interfacial tension increases the residual CO\(_2\) saturation and leads to a large size distribution of residual CO\(_2\) clusters (Fig.6c). In contrast, low interfacial tension results in a larger interfacial area, which would be beneficial for dissolution and reaction processes during geological CO\(_2\) storage (Fig.6a). By using this method, we can obtain residual CO\(_2\) distributions under different conditions for optimizing the CO\(_2\) storage capacity.
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3.3 CO₂ mineralization modeling

In CCS project, the injected CO₂ would be precipitated in rock pore. Here we calculate the mineralization processes of injected CO₂ and its influence upon the hydrological properties \[^{[15]}\]. The calcite deposition within the pore space is calculated by using an advection–reaction formulation solved by finite volume method (FVM); we model the precipitated rock by transferring the fluid node to solid node according to the calcium concentration level. The clogging model updates the solid phase according to precipitation process and consequently changes the geometry and porosity of the sample rock. Then fluid solver is called to recalculate the flow field based on the evolved pore microstructures. To validate our method, the carbonate precipitation simulation is carried out on a beads pack model and compared with laboratory experiment. Since the simulation results are in consistent well with the laboratory data, our method can simulate realistic mineralization process.

Our calculation shows that location of mineral deposition depends on not only the fluid velocity field but also the rock structure (Fig. 7). The calculated permeability variation due to the carbonate precipitation demonstrates that evolution of pore structure significantly influences the absolute permeability, while it only affects the relative permeability of non-wetting phase. Because the movement of non-wetting fluid is suppressed due to the increased capillary pressure associated with mineralization, permeability of non-wetting phase is significantly influenced by mineralization (pore size reduction) \[^{[16]}\]. These observations can be used in the long-term reservoir simulation including geochemical reactions.

![Fig. 7](image)

Summary

We have successfully developed two-phase LBM scheme for large-scale digital rock models. Multi-GPU implementation is crucial for the extremely large-scale simulation. Using this approach, we (1) characterize the influence of reservoir conditions upon multiphase flow behavior (permeability) and saturation, (2) reveal optimum conditions for residual and solubility CO₂ trapping in CCS project, and (3) calculate CO₂ mineralization (or carbonate precipitation) by considering CO₂ behavior, and evaluate its influence upon the permeability. Recently, we have calculated elastic properties of CO₂ saturated and mineralized rocks (i.e., digital rock) using dynamic wave propagation simulations \[^{[17]}\].

Using these numerical simulations for the large-scale digital rock models, we can accurately model CO₂ behaviors and reactions occurred in rock pore. In near future, large-scale geological formation at CO₂ storage sites could be digitalized and accurately controlled (or managed) by these modeling studies.
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Intensive researches have been revealing that machine-learning methods known as Deep Neural Networks (DNNs) show great classification capabilities through supervised training on massive datasets. This research aims to quantify a condition that primarily controls classification capabilities, and generate a high-performing ensemble classifier consisting of plural DNN models. As for the training, we used node-distributed machine-learning program that we developed from scratch. As many as 96 GPUs are used to train a single DNN model. Most models are trained during the TSUBAME Ground Challenge, using 1146 GPUs simultaneously at peak, reaching about 1 TFLOPS (single) per GPU in the cost derivative parts.

Introduction

Image classification is one of the main research fields in Information Technology. Many industrial applications have come out over the years, such as person detection with surveillance cameras, appearance inspection in production equipment, and object detection for automatic emergency braking systems equipped with high-end automobiles, to name a few. Especially for applications that ensure human safety classification accuracy is crucial; therefore, technological progresses or breakthroughs are still in high demand.

Performance of a machine-learning based classifier in general depends on the algorithm, the size of the training dataset, and the computational resources. Krizhevsky et al. showed that far better classification performance is obtained by DNNs, which learn the image features from data, rather than conventional approaches that use predefined image features and only train feature classifier [1]. It is important to know the fact that a large-scale image dataset named as ImageNet was made available behind this success [2]. In fact, there are cases where DNNs perform rather poorly when the size of the dataset is not large [3]. Since optimization of DNN requires a large amount of numerical operations, therefore use of GPUs is a standard practice today. Still, it is not rare to spend a month or even longer for network training on a single GPU.

We have developed a node-distributed, machine-learning program for fast DNN training as a part of project of driving safety application development. We have confirmed that our program runs a few tens of times faster than a single GPU on TSUBAME 2.5.

We applied the above-mentioned program to a large-scale image dataset, generate a high-performing image classifier made of an ensemble of several DNN models selected from a larger set of trained DNN models in a relatively short period of time. We also quantify the relation between the number of free parameters and classification performance from the set of trained DNN. The latter experiment is preliminary at the moment, but it still shows an intriguing trend behind the classification accuracy and the DOF.

Software

There are in general two types of approaches in distributed machine learning programs: model parallel and data parallel. Model parallel means to split model parameters and hidden layer representation into two or more GPUs. (Here, we assume the use of GPUs for training phase.) The forward and backward steps require GPU-GPU communications in a synchronous way to compute the cost derivatives [1, 4, 5]. Model parallel is only meaningful when the memory required for all variables necessary to compute cost derivatives exceeds the GPU memory. In other words, it is a technique for training relatively large networks. The other approach, data parallel, is to split data samples into two or more GPUs. In this approach different GPUs work on different images. Only data parallel is implemented in our program. One can implement only model parallel [1] or both [4, 5].

Data parallel approach can further be categorized into synchronous types [6] and asynchronous types [4]. In the former types, once all worker GPUs reads in different images and compute corresponding cost derivatives, the derivatives get added up through communications to update weight parameters and updated parameters are distributed to all workers. This cycle is repeated until convergence. The merits of this method are two-fold: many more images are processed for a given time compared to single machine training, and...
convergence is guaranteed. On the other hand, asynchronous data parallel is more advantageous in training speed because it prevent hardware resources from idling, though convergence is not guaranteed. Reference (5) reports asynchronous training cause no problem in convergence in practice.

Throughout this research we used an in-house, machine-learning program, categorized into asynchronous data-parallel approach without special nodes (known as parameter servers). We will discuss the detail of the algorithm in other occasion.

### Dataset

We used ILSVRC 2012 dataset (2), which is a subset of ImageNet. The ILSVRC 2012 dataset consists of 128M training samples, 50K validation samples and 100K test images. This dataset is one of the largest datasets among public image dataset. Each image has a class label out of 1000 class. (Number of images per class is not unique.) The word “sample” means a pair of image and the true class label. No true classes for the test set are given. Classification accuracy on the test set can be only obtained by submitting the result to the test server.

### DNN models

We describe our network designing strategy here. The fraction of the number of network parameters over the number of training samples is chosen from (1, 30) to study the relationship between numbers of parameters and the classification scores. Total number of convolutional layers in a network is chosen from 11 up to 48. The filter size is fixed to be 3 × 3, as is seen in (8). The numbers of feature maps in hidden layers are set by hand. A fully-connected layer is placed at the very last layer before taking softmax normalization in each model. Input image size is 200 × 200 pixel² or larger for good visibility. This resolution can be realized by inserting pooling layers appropriately. The number of pooling layers in a model ranges from 2 to 5. One of the networks trained in this work is shown in Table 1.

A few more sentences on fully-connected layers are in order. It is a regular practice to place a couple of fully-connected layers after map resolution is sufficiently reduced (for example, see (1, 8)). In these layers particular weight parameter is linked to particular pair of neurons, indicating that many parameters are required. As a result, overfitting tends to take place under some conditions. It is a common practice to use a regularization technique such as dropout (10) in fully-connected layers to prevent such behavior. In our model construction, a network has one and only one fully-connected layer and the last feature map has relatively small spatial dimension 3 × 3. We expected that this construction poses structural regularization to some extent, preventing severe overfitting, while reducing the number of parameters. In our preliminary experiment, we confirmed the network similar to that of Table 1 has better generalization ability, while it has fewer parameters, than a network with more than one fully-connected layer.

We summarize all the details about the way of optimization in Table 2. As many (few) as 96 GPUs (24 GPUs) are used to train a single model. Most of the DNN models are trained during the TSUBAME Ground Challenge. Training took roughly 7 days. During the Ground Challenge, we used 1146 GPUs at peak to train 13 models simultaneously. The computational efficiency that we measured on the derivative computation part was 0.98 TFLOPS (single) per GPU, whereas the theoretical computational efficiency of the GPU (Tesla K20X) is 3.95 TFLOPS (single).

<table>
<thead>
<tr>
<th>layer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>#maps</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>map size</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
<td>200²</td>
</tr>
<tr>
<td>operation</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
</tbody>
</table>

Table 1. An example of neural networks that we used in this work. It has 16M parameters and consists of 15 convolutional, 5 pooling, and 1 fully-connected layers. “C” means convolution, “CP” means convolution and pooling, and “S” means softmax normalization. Activation function symbols are omitted.
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Table 2. Optimization detail.

<table>
<thead>
<tr>
<th>Activation function</th>
<th>Rectifier Linear Unit [11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost function</td>
<td>Cross Entropy loss with softmax normalization</td>
</tr>
<tr>
<td>Dropout (fully trained)</td>
<td>Not used.</td>
</tr>
<tr>
<td>Minimization algorithm</td>
<td>Mini-batch Stochastic Gradient Descent</td>
</tr>
<tr>
<td>Size of mini-batch</td>
<td>The median value in the ensemble: 132</td>
</tr>
<tr>
<td>Training duration</td>
<td>The median value in the ensemble: 20 epochs</td>
</tr>
<tr>
<td>Data augmentation</td>
<td>Random homography transformation, cropping, side flipping, radial distortion, weak elastic distortion, color noise</td>
</tr>
<tr>
<td>Decision rule</td>
<td>APMC [12]</td>
</tr>
</tbody>
</table>

Qualitative evaluation

Figure 1 shows some of validation images classified successfully. The ground truth of Fig. 1 (a) is “unicycle”. What makes the prediction difficult is that the wheel part is out of the frame, and only a part of the shaft is visible. Nevertheless, the model can predict the class with high confidence. Interpretation is that crowd of people looking above and the pose of the performer in the center tell much about the target object. From this sample, DNNs likely capture scene context including the background. Similar interpretation holds in Fig. 1 (b), where the ground truth is “paddle”. Figure 1 (c) shows image of “bubble”, and again the classifier correctly predicts the class. It used to be a hard problem to recognize semi-transparent object because the background image features admixes through the transparent part. The fact that our model successfully recognizes this sample with high confidence indicates that DNNs easily overcome this type of difficulty.

Figure 2 shows some of validation images classified wrongly. The ground truth of Fig. 2 (a) is “Arabian camel”, but the model prediction is “dog sled”. The interpretation is that the DNNs over-evaluate the context and belittle the shape of the head. Figure 2 (b) shows image of “triceratops”, but our model fails to answer this. Since our model fails to recognize frontal shape of triceratops, the generalization ability is somehow limited.

Fig. 1 Validation images correctly classified by our model. (a) unicycle (b) paddle (c) bubble
Figure 3 shows the relationship between the classification score and the number of training parameters. It indicates that classification performance is more-or-less equally good when the number of parameters is in the range of \((8 \times 10^6, 40 \times 10^6)\). It also indicates that classification performance drops drastically when the number of parameters goes below \(8 \times 10^6\). It is interesting that this kind of trend is seen even though the network architectures vary. This fact implies that the number of parameters is the major factor for classification performance. When distributed machine learning platform is taken into consideration, use of models with less parameters is desirable in terms of training speed. As long as this study is concerned, it is reasonable to use of models with around \(8 \times 10^6\) parameters.

We have tested every possible combinations of trained DNNs to generate an ensemble classifier. It ended up with six models summarized in Table 3. Here, ensemble classification simply means to take an expectation value of the logarithm of softmax outputs. We confirmed that about 2% reduction in top-5 error rate on the validation set. It means that every model extracts slightly different image features.
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Table 3. Constituents of the ensemble classifier.

<table>
<thead>
<tr>
<th>Model</th>
<th>#convolutional layers</th>
<th>#pooling layers</th>
<th>#parameters per model</th>
<th>Top-5 error rate (%) on validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>11</td>
<td>4</td>
<td>16M</td>
<td>13.67</td>
</tr>
<tr>
<td>VGG-16</td>
<td>11</td>
<td>4</td>
<td>19M</td>
<td>17.20</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>11</td>
<td>5</td>
<td>30M</td>
<td>15.68</td>
</tr>
<tr>
<td>MSR-A</td>
<td>15</td>
<td>5</td>
<td>16M</td>
<td>18.26</td>
</tr>
<tr>
<td>ours</td>
<td>16</td>
<td>5</td>
<td>10M</td>
<td>20.05</td>
</tr>
</tbody>
</table>

Table 4. Evaluation of our ensemble model with representative ones. Column 3 and 4 show the largest numbers in the constituent models. (*We estimate the #parameters from their network architecture.)

We compare the result with representative ones. Classification scores on the test set are summarized in Table 4. The state-of-the-art score is 3.57% [9], which is better than human classification score 5.1% [2]. Interestingly their networks have connections that skip some layers, and they claim that these architectures allow fast training even though the network is deeper than 100 layers. GoogLeNet [7] has so-called “Inception Modules” and authors claim that such networks yield high classification performance with considerably reducing the number of parameters. OxfordNet [8] proposes relatively simple architecture with repeated 3 × 3 convolutional layers and dropout-regularized, fully-connected layers. AlexNet [1] is famous for its breakthrough in 2012. GoogLeNet has the lowest number of parameters among these models, and ours is the second. AlexNet has the fewest convolutional layers, and ours is the second. The score of our model is better than AlexNet, lying in the reasonable range.

Outlook

Many researches have been revealing the techniques for effective optimization of deep (sometimes extremely deep) neural networks. We are interested in finding ways to exploit representation ability of neural networks while keeping the amount of parameters as low as possible. Reduction of the number of parameters is very important for training speedup. Today’s DNNs requires a very large number of parameters compared to the number of training samples. This fact makes us believe there is some room to make the parameter space compact.
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In this study, we performed electronic structure calculations of large nano carbon molecular assemblers on TSUBAME 2.5 using newly developed multi general purpose computing on graphics processing units (GPGPU) program of the resolution-of-identity second order Møller-Plesset perturbation (RI-MP2) energy calculations. We report the results of performance evaluation on TSUBAME 2.5. The peak performance of the multi-GPU computations of largest nano carbon molecules (nanographene dimer (C_{96}H_{24})_2) using 1,349 nodes and 4,047 GPUs of TSUBAME 2.5 are 514.7 TFLOPs. We also report the inter-molecular interaction analysis of two-layer π - π stacked nanographene dimers.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hartree-Fock &amp; Density functional theory (DFT)</td>
<td>Closed- &amp; Open-Shell (1+2 Comp.)</td>
</tr>
<tr>
<td></td>
<td>Functionals</td>
</tr>
<tr>
<td></td>
<td>LOB, GGA, Hybrid, GGA, GGA+</td>
</tr>
<tr>
<td></td>
<td>Energy Gradient (1+2 Comp.)</td>
</tr>
<tr>
<td></td>
<td>TCDT</td>
</tr>
<tr>
<td>First SCF</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kohn-Sham Integrals</td>
</tr>
<tr>
<td></td>
<td>SCF Convergence</td>
</tr>
<tr>
<td></td>
<td>DIRC, QC, Direct Minimization</td>
</tr>
<tr>
<td></td>
<td>SCF Substates</td>
</tr>
<tr>
<td></td>
<td>Non-overlap Occupancy, Exact Shift</td>
</tr>
<tr>
<td></td>
<td>Efficient Initial Guesses</td>
</tr>
</tbody>
</table>

**Fig.1** Main feature of NTChem program

Message passing interface (MPI)/OpenMP hybrid parallelization of HF, DFT, and MP2 codes are performed for the massively parallel computing on the K computer. Massively parallel computations using 10-100 thousand nodes of K computer are possible for those calculations. Recently, the authors have been developed an efficient massively parallel algorithm and code for the calculations of electron correlation energy of large molecules based on the resolution-of-identity MP2 (RI-MP2) method. The RI-MP2 calculation of large molecules containing 360 atoms and 9,840 atomic orbitals (AOs) was performed successfully using 8,911 nodes of the K computer.

Furthermore, number of heterogeneous system in which the accelerators such as graphics processing units (GPUs) are installed has been increasing year by year in the field of supercomputers. Demands for electronic structure calculations using accelerators have been increasing day by day. In the previous study, we have been developed codes for the general purpose computing on GPU (GPGPU) in NTChem. Recently, we have performed the improvement of parallel algorithm and the GPGPU implementation of RI-MP2 energy calculations utilizing the multi-node and multi-GPU systems.

In this article, we report the results of the multi-node and multi-GPU computation of the RI-MP2 energies of large
nano carbon molecules on TSUBAME 2.5. The overview of GPGPU code of RI-MP2 calculations used in this study is introduced in Section 2. The results of performance evaluation of our GPGPU code of RI-MP2 calculations are presented in Sections 3 and 4. We also report the inter-molecular interaction analysis of π - π stacked nanographene dimers as an example of nano carbon molecular assemblers in Section 5.

2.1 RI-MP2 method

The RI-MP2 method is an efficient computation method to speed up the MP2 calculations introducing the RI approximation (or the density fitting approximation) of four-center electron repulsion integrals (ERIs) as

\[ B^a_n = \sum_{ijkl} (\alpha|\beta) \left[ 2(\alpha|\beta) - (\beta|\alpha) \right] C^a_i C^\beta_j \]

where the indices (a and \( n \)) of occupied MOs are distributed \(^{(4,5)}\). We also apply the in-core storage scheme for utilization of distributed memory by intermediate data of three-center integrals in eqs. (1) and (2) to eliminate the input-output (I/O) overhead demanding in the conventional MP2 code. Recently, we have improved the MPI parallel scalability applying the two-dimensional (2D) hierarchical MPI parallelization utilizing the local MPI communicator. This improvement attains the massively parallelization utilizing more than 10 thousand processes. In this scheme, we parallelized the matrix-matrix multiplication in eqs. (1) and (2) with the block data distribution of matrices as the second dimension of MPI parallelization as well as the first dimension of MPI parallelization of virtual MO indices (a and b). Using the improved code, the RI-MP2 calculation of large molecules containing 360 atoms and 9,840 AOs was performed successfully up to 80,199 nodes of the K computer.\(^{(7)}\)

2.3 Multi GPGPU implementation of RI-MP2 method

Before this study, we have performed multi GPGPU implementation\(^{(7)}\) into RI-MP2 parallel code mentioned in Section 2.2 using the compute unified device architecture (CUDA)\(^{(10)}\). We apply the offloading model in the multi-GPU computing where the matrix-matrix multiplication of eqs. (1) and (2) is offloaded to the multi-GPUs (Fig. 2).

The task distribution to the multi-GPUs are attained assigning each MPI process for the partial matrix-matrix multiplication of the blocked matrices mentioned in Section 2.2. The matrix-matrix multiplication is implemented using cublasDgemm routine in cuBLAS\(^{(11)}\) library optimized by NVIDIA. The data transfer between CPUs and GPUs becomes serious bottleneck in this GPU computing. To reduce this overhead, we have implemented the batch processing of matrix-matrix multiplication of eqs (1) and (2).
multiplication for different indices of virtual MOs ($a$ and $b$) where the data in the same batch is transfer between CPUs and GPUs at once utilizing the page-locked (pinned) memory that enables a direct memory access on GPUs to request transfers to and from the host memory without the involvement of CPUs. The CPU code and GPU code were compiled with Intel compiler and CUDA 5.0 compiler, respectively. Intel Math Kernel Library was used for BLAS and LAPACK library and cuBLAS library was used.

### Performance evaluation of multi-GPU computation of RI-MP2 energy on TSUBAME 2.5: speedups using GPU and parallel performance

We first investigated the elapsed times and parallel performance of the multi-GPU jobs of RI-MP2 energies on TSUBAME 2.5. We performed the RI-MP2 energy calculations of nanographene $C_{96}H_{24}$ using 64-512 nodes of TSUBAME 2.5. cc-pVTZ basis set and corresponding auxiliary basis set are employed (120 atoms, 3,216 AOIs, 300 occupied MOs, 2,916 virtual MOs, 8,496 auxiliary basis functions, and no symmetry). HF calculations before MP2 calculations were performed on the K computer, and the results of MOs and MO energies were used for input data. 3 MPI processes and 4 OpenMP threads per node and 1 MPI process and 12 OpenMP threads per node are employed for GPU and CPU jobs, respectively. The elapsed times, parallel scalability, and speedup using GPUs are summarized in Table 1.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>GPU job</th>
<th>CPU job</th>
<th>Speed-ups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time [s]</td>
<td>Speed-ups</td>
<td>Time [s]</td>
</tr>
<tr>
<td>64</td>
<td>198</td>
<td>64</td>
<td>1277</td>
</tr>
<tr>
<td>128</td>
<td>123</td>
<td>104</td>
<td>806</td>
</tr>
<tr>
<td>256</td>
<td>92</td>
<td>137</td>
<td>531</td>
</tr>
<tr>
<td>512</td>
<td>86</td>
<td>148</td>
<td>349</td>
</tr>
</tbody>
</table>

Table 1. Elapsed time and parallel speedups of RI-MP2/cc-pVTZ calculation of nanographene $C_{96}H_{24}$ on TSUBAME 2.5

The GPU jobs are 4.1-6.6 times faster than the CPU jobs using 64-512 nodes. Although the parallel performance of GPU jobs is lower than that of CPU jobs, it is good for both cases with the number of nodes increases up to 512 nodes (148 and 234 times of speedups for the GPU and CPU jobs, respectively, using 512 nodes).

### Multi-GPU computation of RI-MP2 energy of large carbon molecules

We then performed the multi-GPU computation of large carbon molecules using nearly entire system of TSUBAME2.5. We performed the RI-MP2 calculations of nanographene dimer ($C_{96}H_{36}$) using 1,349 nodes and 4,047 GPUs of TSUBAME 2.5. cc-pVTZ basis set and corresponding auxiliary basis functions are employed (240 atoms, 6,432 AOIs, 600 occupied MOs, 5,832 virtual MOs, 16,992 auxiliary basis functions, and no symmetry). 3 MPI processes and 4 OpenMP threads per node and 1 MPI process and 12 OpenMP threads per node are employed for GPU and CPU jobs, respectively.

Fig. 3 presents a detailed profile of the elapsed time of GPU and CPU jobs. Considerable improvement of performance is attained using GPUs. The GPU computing is 5.9 times faster than the CPU computing due to the reduction of time for matrix-matrix multiplication in DGEMM routine decreases to very short times, as shown in Fig. 3 (see the red color for this part). The elapsed times of GPU job and CPU job are, respectively, 419 s and 2,467 s. Considerable improvement of the measured peak performance value was attained using GPUs. The measured peak performance values of GPU and CPU codes are, respectively, 514.7 TFLOPs, and 87.5 TFLOPs. However, the ratio of measured...
We analyzed the π–π stacking interaction energies of two-layer nanographene dimers from the results of calculations performed in this study. The model molecules of dimers employed in this analysis are \((\text{C}_{24}\text{H}_{12})_2\), \((\text{C}_{54}\text{H}_{18})_2\), and \((\text{C}_{96}\text{H}_{24})_2\) (Fig. 4). We consider the model of AB stacking structure (Fig. 4(a)). Experimental C–C bond (1.45 Å) and inter-layer (3.35 Å) distances of bulk graphite, and C–H bond distance (1.1 Å) of benzene are used to build the models.

The interaction energies are calculated using the MP2 method, the spin-component-scaled MP2 (SCS-MP2) \(^{[14]}\) method, and the double-hybrid DFT with the empirical dispersion correction (B2PLYP-D3\(^{[15]}\)). The cc-pVTZ basis set and corresponding auxiliary basis set are used. Basis set superposition errors were corrected using the counterpoise method\(^{[16]}\). The interaction energies per one carbon atom are summarized in Table 2.

These results demonstrated that the π–π stacking interaction energies converge to the value of bulk two-layer graphite sheets with the size of model increases. The SCS-MP2 and B2PLYP-D3 methods reproduced the experimentally estimated dispersion interaction energy of bulk graphite\(^{[17]}\) (52 ± 5 meV/atom) well, although that of MP2 (85.7 meV/atom) yielded a much overestimated interaction energy than the other methods and the experimental value.

<table>
<thead>
<tr>
<th>Model</th>
<th>MP2</th>
<th>SCS-MP2</th>
<th>B2PLYP-D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\text{C}<em>{24}\text{H}</em>{12})_2)</td>
<td>68.6</td>
<td>44.4</td>
<td>42.7</td>
</tr>
<tr>
<td>((\text{C}<em>{54}\text{H}</em>{18})_2)</td>
<td>87.6</td>
<td>59.4</td>
<td>54.6</td>
</tr>
<tr>
<td>((\text{C}<em>{96}\text{H}</em>{24})_2)</td>
<td>85.7</td>
<td>68.0</td>
<td>61.2</td>
</tr>
</tbody>
</table>

Table 2. π–π stacking interaction energies of nanographene dimers per one carbon atom (meV/atom)

**Concluding remarks**

In this study, we performed the RI-MP2 energy calculations of nano carbon molecular assemblers using up to 1,349 nodes and 4,047 GPUs on TSUBAME 2.5. Speedups using GPUs and parallel scalability were investigated on TSUBAME 2.5 using up to 512 nodes. The GPU computation speeds up considerably (4.1–6.6 times) the RI-MP2 calculations. Parallel scalability of present GPU implementation is good with the number of nodes. 514.7 TFLOPs of the measured peak performance is attained for the GPU job of \((\text{C}_{96}\text{H}_{24})_2\) using 1,349 nodes and 4,047 GPUs of TSUBAME 2.5, which is much higher than that of CPU jobs (87.5 TFLOPs).

We also analyzed the π–π stacking interaction energies of two-layer nanographene dimers. The π–π stacking interaction energies converge to the value of bulk two-layer graphite sheets with the size of model increases. The SCS-MP2 and B2PLYP-D3 methods reproduced the experimentally estimated dispersion interaction energy of bulk graphite well, although the MP2 method yielded much larger dispersion energies than the other methods.

To date, we have not yet performed the GPGPU implementation of the three-center AO ERIs routine and optimized our code for network communications to match the network of TSUBAME 2.5. We are planning these developments to match the TSUBAME 2.5 architecture.
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