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TSUBAME Introduction

In April 2006, the Tokyo Institute of Technology
(Tokyo Tech) has deployed a "Supercomputing Grid"
centered around a supercomputing cluster that has
become the highest performance supercomputer out-
side the United States, according to the Top500, by
achieving 38.18 Teraflops in the Linpack Benchmark,
as of June, 2006. Tokyo Tech's supercomputer, called
TSUBAME after the University's symbol bird swal-
low, is integrated by NEC, featuring a fleet of Sun
Fire™ X4600 servers with 10,480 AMD Opteron™
processor cores, Sun and NEC storage technologies,
Voltaire's Infiniband network, ClusterFS's Lustre par-
allel file system software, as well as ClearSpeed
SIMD acceleration boards. Overall, the peak speed of
TSUBAME is 85 Teraflops, and facilitates over 21
Terabytes of memory, as well as 1.1 Petabytes of

hard disk storage,
again besting all
other machines out-
side of the United
States.

The immense size
of the machine is not
merely intended to
serve a few, grand-
challenge applica-
tions. In fact, the ex-
pectation is to use
the abundant resour-
ces to establish a new
usage model of super-

computers that will not only by internal to an institu-
tion, but rather, will allow incubation of future com-
putational scientists using supercomputers as if they
are PCs, as well as fostering of international / indus-
try-academia collaborations among the scientists in
different organizations.

As such, TokyoTech hopes to establish recognition
as the leading site in the Asia-Pacific region with re-
spect to supercomputing and grid technologies with
the new supercomputing grid, paving the way for ac-
tive contributions in fundamental software, applica-
tion and architectural research towards the 10 Peta-
flops-class supercomputing project undergoing
planning as the core national infrastructural project
in Japan by the Ministry of Education, Culture,
Sports, Science and Technology (MEXT).




EZOBNAREL, 2006 & 6 BAED/ N ITLyMEREED
UTROART—2CHBEAL-SEETEEHLTHYET,

Z0#, 6 8 28 BIZIERAE 27 @D The Top500 T ¥4
DERIHY, F0OHTTSUBAME IE Linpack HEE (RMax)
Tlx2HET7 46, KEHNTE 2 6, E—-ERE (RPeak) Tl
KENT 1 ALEE->THET,

e 2 26 [@] The Top500 Xk (2005 4 11 A ki ) http://’www.top500.org/

e Performance of Various Computers Using Standard Linear Equations
Software, (Linpack Benchmark Report), Jack J. Dongarra, University of
Tennessee Computer Science Technical Report, CS-89-85, June 17 2006.
http://www netlib.org/benchmark/performance.ps



The statement regarding the TSUBAME performances and its
relative ranking is based on the following public data available to
us as of mid-June, 2006 when this pamphlet was created.

On June 28th, 2006 the official 27th Top500 ranking was
announced, where TSUBAME was ranked 7th overall and 2nd

for a machine outside the US in Linpack performance {Rmax),

and 1st in peak performance (Rpeak) for a machine outside the US.

e The 26th Top500 List (November 2005) http://www.top500.org/

e Performance of Various Computers Using Standard Linear Equations
Software, (Linpack Benchmark Report), Jack J. Dongarra, University of
Tennessee Computer Science Technical Report, CS-89-85, June 17 2006.
http://www netlib.org/benchmark/performance.ps
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I would like to proudly announce that Tokyo Institute of Technology (Tokyo
Tech) has deployed TSUBAME, the highest performance supercomputer grid
system in Japan.

Following the footsteps of 120 years of brilliant history and tradition Tokyo
Tech continues to evolve as one of the world's leading science and technology
universities of the 21st century.

Our mission is to establish increased recognition as the world leading institute
and to evolve ourselves onto achieve even higher levels of excellence, both do-
mestically and internationally.

TSUBAME is expected to become the highest-performing supercomputer with-
in the Asia-Pacific area, and will be ranked among the top 10 computers in the
world in the June 2006 Top500 list, demonstrating its utmost ability and per-
formance.

We hope to utilize the outstanding computing power of TSUBAME for re-
search and education activities, as well as actively contributing to open up
new academic areas and to promote research activities.

Professor/Dr. Masuo AIZAWA

President
Tokyo Institute of Technology

AGSIC

Global Scientific Information and Computing Center



Tokyo Institute of Technology Ts u B A M E

Grid Cluster

Tokyo-tech Supercomputer and UBiquitously
Accessible Mass-storage Environment

Kpilge=ty

message

S B e 5
vvy-% (I

ARH A==V a2 —T4 7 - 7Yy FY A7 A (TSUBAME) B RZ 2473
BlHiy, —ETHRBHL LIFFET,

FER18FE4ASHIN A—N—a v Ea—T42 7 -7y Y AT A (TSUBAME) A%
BEREEZHLEL. SOV AT AE, LinpackRVF v —2T38.1857 570y
ADINT A=V A% ZER L. FRI18EHRIE, A==V 2 =5 DIy 75005
YEVTICBWTT YT TR R E S LG > TBYET . SO ERmEE R TSS
TI7UyTA KRB AC)VER214T I NI TAAIZBEABRILINRY /S L, 28
YOO EELIFEETHLIXA FENo. 1L E T,

COYATME[HAZRD AN | LT BB R ELREND RO A LS T,
e MR Lo b & AR D LW ZE D72 DITF s E 7, T2 WA H O F
EDRYTAYTARD A— 3= - F I A BRI E R Z L Twl
FifFC9o

. C0EEBMYLELCITSUBAME ] DK R RO RES SIS Th
IR B L BILO B REHL EFTHRBICRZ S THEE T,

Today, I am pleased to have an opportunity to celebrate the development and
deployment of "TSUBAME," our new "Supercomputing Grid" system.
TSUBAME has been deployed since April 3'4 2006 and become the highest
performance supercomputer within the Asia-Pacific area, according to the
Top500, by achieving 38.18 Teraflops in the Linpack Benchmark, as of June,
2006.

Overall, the peak speed of TSUBAME is 85 Teraflops, and facilitates 21.4 Tera-
bytes of memory, as well as 1.1 Petabytes of hard disk storage, again besting
all other machines outside of the United States.

As such, TSUBAME will be available for public use by all constituents of our
instutitions, including all the undergraduate students, as "everybody's super-
computer." It will also be extensively used for external collaborations with out-
side institutions, both academic and industry. Moreover, we hope to actively
contribute to various software, application and architectural research towards
the 10 Petaflops-class national supercomputing project.

Finally I would like to express my highest gratitude to all those who helped in
the development and the deployment of TSUBAME.

Professor/Dr. Yoshinori SAKAT
Director
Global Scientific Information and Computing Center

AGSIC

Global Scientific Information and Computing Center



Tokyo Institute of Technology

TSUBAME

Grid Cluster
Tokyo-tech Supercomputer and UBiquitously

Accessible Mass-storage Environment

U5 -DREER

RRIEAZ T2 HIBICAIDLVEFILWERE2—&
LT.2001 F4RICEMERRIER 2 — DR EWLEL,

ZDtE2—3 DM EEHRUIE L 2— BT FERR
R 2—EHEL(RRIALINEHD T At 2—d &
IR DIERILMEEREL TR - B DX EETV.E2ZD
R EERN ORI ERBEEICREL TR - EHE
ERD MR -HBEOEEL.EEIAORRBICFES T2
HEIESNTUET,

R DIERFE M DO FEIIHED T2 THY) . ZUTHFEORZE .
HEL. FTETSE-BHEELTETEY. . ChSICHIELA
H—ERHSZFELDLE £ E2—EL TEICH LW ER T %

AL

19715  [FIRLEE Y 2 —RE
EH#H S 2 7 LHITAC 87003 A
19765%F MARRLELY 7 —5RiE

StES T LEHITAC M-180ICFE #
—HRAYIEIRALIZEE % FE14 (HITAC M-180)
Z—/8—22E2—42CDC ETA10 (BH) & A
X/ SRIFFR R Y NT—7 (Titanet) OE FBHA
(Titanet Bt 2—KE)
ZA—/N—O 1 —5%

CRAY C916/12256 (L' >&JL) ICE

Titanet BHt2—%#%4&
—FERDSDIEHRIE FIA (SGI Origin2000)
Z—/X—A2E1—52%SX-5.0rigin2000l-F #
SuperTitanet® A

R FHETER##S X7 L% COMPAQ GS320ICE

19775
19881
1994

19955

19974
19985
2000
2001

ENANIERE - BEXBEOPIEIENEETT,

At 2—TI BICRERDIBHRBEML NIVEHEEFL TF
REPSODBRLICBA 570 IFHR2E0F] (IFRELE A%
HEER) C4BOFEEHE - FTEHEFEEEL. MZHRIC
M- FEREEDZHHELTEIET,

— A R ERRRRBPUCSVTIHEREBEEAL-E
SR MBSLUARELERKRMEZTIEICH)ET %
D7 ZOEFITIR6BNEEHRE - FEHEEN EHRAT 1
TERMELERTRERET 27-OICIERRBEETEIC
WAL . BEICEN AR RE EIFHAD) -4 -2 v TEEDS
cEBTELET,

1979%F BIZEREXRAtY % —HRE

1RO T RFEDIA KPR AREEDRLA
RIS TR EDRLR KR FE IR DBIA
AR TRRZEDIRKF I ADEIR
TZIELRFEDILRKRF IR DEAE

B XLTELTIMNIRRFED

MR KRZFZRDERLA

JSPS LA RFERFHETOAVLIMARICERE

19804
19844
1986F

19914

2001 FiERERE > % —(CWHE

2002F %/')yRPC NEC Express5800& A
2004F KT 7ANILDEFv I /INZABFHE Y MEST
20055 F+>/NXEFRYNT—7E A
2006&F TSUBAME Grid Clusteri& FEEA%A
X INZELREREL SRR X7 L (PKIFBEE) EA

AGSIC

Global Scientific Information and Computing Center



Tokyo Institute of Technology

TSUBAME

Grid Cluster

Tokyo-tech Supercomputer and UBiquitously
Accessible Mass-storage Environment

ek

TV —RGEn MR B 20 SR IR 2
(BB ST/ EREE EEHE]
Bi5 (R Flik (BB HE EH B
WI% A Bk (%) E @R
AT R RE (BE) BT BA &N
o BhFE /A BERR IR ITEUR NEERITR S %R
gty —F
(FIE) 248 B A X - #%5 £
[RISEMR A IR D 5B YL F AT THE HE]
Hi% TAR B (BE)HE AE=
‘ E e Bl (4%) BARREFHAZERR
By ¥R #H#F (mB)Bh%E ESE
BERHUE | K& AT TR A EE RN SRR
BHEAT  ERE Bk
BhE AR
5 4l E R 3 S 8B P )
(ERZ RS, B LR S E]
Sy —E #E EAEZ ;’é%)ﬁf}ﬁ_ AR BE
(335) 1S AT h R WO LR SEERSEiTAS
% PIPATPONGSA (g . g1 1 ) 248
Thirapong
Bh¥kis AM T8
EHRARRTEESS BB AT LEMESS
ZyNT—0L 27 LEFEES ERREEPMEES
RS- EAEMESS LHEMEES
R 27 LEMESS :
IERENEE SBEEEAR]S X7 LR )
BEME L1422 XT L&
AR PG S EIN: j
S
A=l e BEIE e BhE  EEEE ast
tra—F (1) (1)
gt s2—F (2) (2)
IE R AL ZRFY > -0 @ 1 1 e
TR - 20 EL AR ERPY 20 1D(1) ) 1 4 @@
S E R R BB P D) D 4 0
75 (PATIERE B E) 13(2) [9] 13 (2) [9]
&5t 6(3)@ 3@1) 141) 2 13(2) [9] 25 (3)®<(2) (2) [9]

() BB OREFR, () IHE. ( ) ERHHITRE. [ JEFEFTH TV ThHHES

AGSIC

Global Scientific Information and Computing Center



Tokyo Institute of Technology I s U B A M E

Grid Cluster

Tokyo-tech Supercomputer and UBiquitously
Accessible Mass-storage Environment

RZREFE T —V

FMERRIER 2 —DOEGE RERDERFIMEEFEL  BFHEEAFICREL TR EHEERD MR- HEDEMEL.
THR-HBEOZEEZTV. ZORREERNSOMEHEE. B ERIAOREICFST5IETY,

FilTERR3A
[ P 32 7t 53 P
® WIMER IOV 1/ OO E- TH T

] B 4t [B1 F 52 57 BF

® KMREETH NF I IaL—P5>

O \(AATANTAT R

® {it R Ll E IR ICH I BITZ T )y — 3

IEERERE i - HEEE

S ERRE S5 ] R 2 R S IR IR K 50 BF
® (EHR Xy T DS EFERIMT ® S4AEETH
® [FR 2y NT— 7 DS ERERT ® 1)K (BBt MRE) 518
@ By NT— D= B H4iT ﬁﬁﬁﬁﬁ% @ ET (T (I TAZEHE
® SSHETH
HEER-ERASE ® BV IEHE
® T ILF AT T E TR
® VIVF AT T B RIGTRIL A B TINFATATHERE
® KHUZIBRFBIES X7 LR ® HENIEHL
© EiE0 7 VAR @ HBRAEDVIVF AT 1Tk
® f{ELF—H1 T Y — L DR
@ HED 7Y DWebiE il 1%

® |T%EALERIE OftE

AGSIC

Global Scientific Information and Computing Center



Tokyo Institute of Technology I s u B A M E

Grid Cluster
Tokyo-tech Supercomputer and UBiquitously
Accessible Mass-storage Environment

Main Compute nodes room

w4V

\
A\
N

AN AN/ 3” ‘

W
"o R R

o E R ]
a0 )|
W0 |||

1.1PB storage

AGSIC

Global Scientific Information and Computing Center




tously

qui

e —
reeseenene

storage Environment

|

roasvacene

Grid Cluster
1

Tokyo-tech Supercomputer and UB

)

roecescene

il
=
=L
-
—
™
—

Accessible Mass

1 L 1y

Sunfire X3600
U Fire XAG00.

T ..«.._“ .qq

Compute nodes

Sie-wie
=%a%s
ecotote

egedese

Rear view of InfiniBand' Switch Router

Sl el eH¥ e 19g074005

Tokyo Institute of Technology

#AGSIC

Global Scientific Information and Computing Center




Tokyo Institute of Technology I s u B A M E

Grid Cluster

Tokyo-tech Supercomputer and UBiquitously
Accessible Mass-storage Environment

IRTIRAROEE I2L—2ar
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655 nodes

w

Sun Fire X4600

CPU : AMD Opteron(Dual Core)
5,240CPU / 10,480Co0re
AEY : 21.4TB :

EEMEE : 50TFlops(E—2)
38.18TFlops(Linpack)

ClearSpeed Advance Accelerator Board |&

TSUBAME Grid Cluster
BE&RNERE(E—S): 85TFlops

nfiniBand Networ

EE e . 35TFlops(E—%)
360 slots iy
TN 100X HE YR vFI— %R
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Sun Thumper
MERE: 1PB

REIAMERA MY O H—/X

£9EEER: 1.1PB

NEC iStorage S1800AT

MEAE: 0.1PB
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655 nodes Performance : 50TFlops (Peak)
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SuperTitanet o R .-} == --— it &
i : x 42 e USRS i
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Sun Thumper
; Storage Capacity: 1PB NEC iStorage S1800AT
; Petabyte-class Storage Server Storage Capacity: 0.1PB

Total Storage Capacity: 1.1PB

Tokyo Institute of Technology
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NEC
iStorage S1800AT =

EF13 A5 +H16T 1RV I I0—T+
(1T>70—+&7-4)3U/15HDD)

XE!:16GB

HDD:400GB SATA F4ZRIRZ1TX 2408

METF (AT RE 9677/ (b

RAID:RAID6 (2HDD#fE T % 75 Ak

3 LER
FAHDD:SATA400GB (7200rpm) X 240HDD#&#
4187k XN R—h (FC 2Gbps/1Gbps)

Constitution

Housing : 1controller+16Disk enclosure
(1enclosure area 3U/15HDD)

Memory : 16GB
HDD : 400GB SATA disk driveXX 240stand
Physics disk space : 96Terabyte

RAID : RAID6
(Even if 2HDD breaks down,
duties continuation is possible.)

Machinery specifications
HDD (maximum) : SATA400GB (7200rpm) X 240HDD
Standard : 8host port (FC 2Gbps/1Gbps)

AGSIC

Global Scientific Information and Computing Center
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Sun Fi" e X4600 KA BB B R —

Enterprise-Class Data Center Compute Engine Eﬁ_ﬁg HEAMAIILREY -/
(&Et : 6398)

g% §"£ CPU : 8 V4yb 7277177800 I')—XAMD Opteron 2.4GHz
7 A%EY 1 32GB xEY (32x DIMM ZXEvk)

/ OS : SuSE Enterprise Linux 9 SP3

XEYHFREEY —/\EF

(B&ti168R)

CPU : 8 Y4 vh800 ')—ZXAMD Opteron 2.6GHz
*EY 1 64GB *E') (32x DIMM ZEvH)
OS:SuSE Enterprise Linux 9 SP3

Full performance
Opteron processor
modules (8-total)
Dual-Core Available

|
il
Redundant,
hot-plug fans | i = = - 4 - x8-lane slots EHE—-71EE © 50.4 Tera Flops
- 2= xé-lane sfots |AHWAEYEE . 21.4 Tera Bytes

2 PCI-X slots
(133MHz/64-bit)

24" deep

Thumper BHRER Ly — S

High perforamance Server with a lot of local data

CPU : 2V vk 7a7)ba7 AMD Opteron
28070ty 2.4GHz

*%El : 8GB *E! (8x DIMM XAwk)

OS : Redhat Enterprise Linux 4

HDD : 500GB SATA 74 Z7K517x 48

2 socket, dual core SHEAE (428Total) : 1.0 Peta Bytes

Opteron Processor
Subsystem with 8x DIMMS
(on risers)

1+1 Hot-Swap

48x 250-500GB SATA Hard Drives Power Supplies

(12-24TB Raw/6-12TB RAID 5)

Hot-Swap 1/0
Subsystem
(under Processor Subsystem):
4RU 1x 10/100 (mgmt.)
? 2x USB 2.0
s 2x Half-Height 4x GbE

= T PCI Cards
10x Hot-Swap 80mm Fans SATA "Backplane" with 48x

HDD Connectors

AGSIC
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HyperTransport™ technology
links provide up to 24 GBJs peak
bandwidth per procassor.

64GBs @
DDR.400
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AMD Opteron™
Processor Design
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AMD Opteron™ Processor &
64-bit Technology

DDR-400
Dual-Core

AMD Opteron™
Processor Design

AMD64 designed from the ground up for
multiple cores

@® True dual core, with two CPU cores on
one die

@® Inter-core communication at processor speed

Direct Connect Architecture
@® Inter-core communication at processor speed
® Access via crossbar to memory controller and
HyperTransport™ technology link

940-Pin Socket Compatible
® Requires only BIOS update
@® No change in TDP

AMD Japan Ltd.
Shinjuku i-LAND Tower 34F, 6-5-1 Nishi Shinjuku, Shinjuku-ku, Tokyo163-1334 Japan
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ClearSpeed
Dual C5X600 PCI-X Board

IN=RE) T
A HEEH25W
CSX600 processor 2{E% 3% (& 51325 14ERE96GFLOPS)
IEEET X 64bit;F &N/ N A B 3D
133MHz PCI-X RAN > 2—T 1M X
T AR—RXEUEHE ZRAK 4GB
AEBAE & © 200Gbytes/s
I AR—RFAEUHEE © 6.4Gbyte/s

Ak | ‘ VIZRITF:

 Frogisor | 2R A —RI TG LT 51T T DI Tt

LS S EBESATSVERMIBDOT T)r—3> Y INIT 7 TH
ClearSpeed's Software Development Kit (SDK) (Z

&> TCSX600R— RIS IcE DI ENAIRE

77V —ar
&M 1LE - BLAS, LAPACK
INAAAL T2 T 17X - AMBER, CHARMM, GAUSSIAN
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Voltaire® Grid Director™ ISR 9288
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Ideal for HPC Clusters and Grids Ranging in
Size From Tens to Thousands of Nodes With
Powerful Multiprotocol Capabilities for
SAN/LAN Connectivity

Grid Director ISR 9288% #&71
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Introducing the Voltaire Grid Director ISR 9288

As the industry’ s largest InfiniBand switching solution,
the Grid Director ISR 9288 provides unprecedented lev-
els of performance and scalability for large high perfor-
mance computing (HPC) clusters and grids.

Unmatched Performance

The Grid Director ISR 9288 leads the InfiniBand indus-
try with the highest switching capacity. It features a FAT
Tree (Clos) topology that provides full bisectional band-
width for each port. The Grid Director ISR 9288 supports
up to 288 InfiniBand 4X (20 Gbps) ports (or 10 Gbps
with SDR) or 96 InfiniBand 12X (30 Gbps) ports. Wire-
speed non-blocking switch capacity combined with laten-
cy of less than 420 nanoseconds make the Grid Director
ISR 9288 the highest performing switch available.

Multi-protocol

Connectivity In addition to scalable InfiniBand switch-
ing, the Grid Director ISR 9288 offers powerful multi-pro-
tocol connectivity in a single, flexible system. The chas-
sis hosts the Voltaire router blades, providing seamless
connectivity between server clusters, FC SANs, NAS ap-
pliances, IP SANs and TCP/IP networks (LANSs).

Cost-Effective Solution for Large Clusters and Grids

Large clusters and grids are the most cost-effective
when built using the largest available switch ISR 9288.
Its integrated networking and storage connectivity pro-
vides high performance and requires fewer devices,
thereby making the cluster simple to build and more reli-
able.
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Accessible Mass-storage Environment

Cl]'\/O[TAiRE

2/2

Voltaire® Grid Director™ ISR 9288
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Comprehensive Management

The Grid Director ISR 9288 provides comprehensive
and powerful management capabilities through GridVi-
sion™ InfiniBand Fabric Management Software. The
management capabilities are enabled in the switch inde-
pendent of any external management platform and can
be accessed via CLI, GUI or SNMP managers. GridVi-
sion delivers real-time proactive management by provid-
ing: aggregated fabric and resource views, access to a
suite of fabric and switch diagnostics, the ability to man-
age fail-over on all levels, and provisioning of InfiniBand
fabrics and the attached server, networking and storage
resources.

High-Availability

All of the Grid Director ISR 9288 product components
are hot-swappable to allow for the highest availability.
Power supplies, as well as fans provide system high
availability and serviceability. Redundant management
blades maintain synchronization so that a failure can be
recovered without the loss of management information
or any disruption in port-to-port communication.
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¢ Unparalleled

KEY FEATURES

scalability:
object-based storage architecture
that scales to tens of thousands
of clients and petabytes of data—
a file system without limits.

Reliable: the Lustre file system
is now deployed in production on
many clusters, large and small,
meeting the uptime requirements
of business and national security
applications.

Proven performance: dramatic
increase in throughput and
I/0O by intelligent serialization
and separation of metadata
operations from data
manipulation.

Open Source, open standards:
developed and maintained as
Open Source software with an
open networking protocol and
POSIX file system semantics—
ensuring broad support for
industry-standard  platforms
and heterogeneous networking
environments.

Innovative file system

protocol optimizations:
prevent bottlenecks and increase

overall data throughput.

Cost effective: support for
industry-standard platforms
and heterogeneous networking
environments  significantly
reduces deployment and

support costs.

— -&wg’ug}-_-mu.;mu_;%\f.—n .

A TECHNICAL AND ARCHITECTURAL FACT SHEET

Lustre™ redefines 1/0 performance and
scalability standards for the world’s
largest and most complex computing
environments. Ideally suited for data-
intensive applications requiring the highest
possible 1/0O performance, Lustre is an
object-based cluster file system that scales
to tens of thousands of nodes and petabytes
of storage with groundbreaking /O and
metadata throughput.

UNIQUE STORAGE ARCHITECTURE

Lustre is a highly scalable distributed file
system that combines open standards, the
Linux operating system, an open networking
API, and innovative protocols. Together,
these elements create the worlds largest
“network-neutral” data storage and retrieval
system.

Applying intelligence throughout its architecture,
Lustre turns commodity hardware into
smart storage devices which manage
data objects. The objects are dynamically
distributed horizontally across the servers.
This shatters performance limitations of
traditional storage systems.

Lustre MetaData
Servers (MDS)
MDS 1 MDS 2
(active) (failover)

@ Elan 3&4
Myrinet
1B
‘151!
Lustre Clients
10’s - 10,000’s (:':;,

.

([

GigE

O

simultaneous support of
multiple network types

Building a Lustre cluster requires a Lustre
MetaData Server (MDS) and Lustre Object
Storage Servers (OSSs), each with disk
storage. A pool of client systems access
these servers through one of many supported
networks.

Lustre file operations bypass the MetaData
Server completely and fully utilize the parallel
data paths to all OSSs in the cluster. This
unique approach—separating metadata
operations from data operations—results in
significantly enhanced performance.

Like other Unix and Linux file systems,
Lustre files are represented by inodes. But
a key difference in Lustre is that its inodes
simply contain references to the objects
storing the file data.

OPEN SOURCE

Lustre has been developed and maintained
as Open Source software under the GNU
General Public License (GPL) enabling
broad support for industry-standard
platforms.

Lustre Object Storage
Servers (0SS, 100’s)

®
®

oss1

Industry-standard
disks or SAN hardware

@@
0O

0ss2

0ss3

Shared Storage
Enables Failover OSS

®@

0ss4

0ss 5

0SS 6 .
Enterprise-class

RAID storage array

@@
=

0ss7

Cluster
File 2.
| Systems,Inc



“ Our Lustre-based system is opening up a revolutionary capability for scientific applications.”
- Mark Seager, deputy department head for terascale systems, Lawrence Livermore National Laboratory
(LLNL runs Lustre on the worlds number one supercomputer, BG/L, and on many other clusters.)

HETEROGENEOUS NETWORKING

Lustre’'s network architecture provides flexible support for a wide variety
of networks and high performance features. Lustre interoperates with
network vendor supplied libraries through Lustre Network Drivers (LND)
which utilize advanced features such as Remote Direct Memory Access
(RDMA), OS-bypass for parallel /0, and vector I/O for efficient bulk data
movement. LNDs exist for many networks including TCP, Quadrics Elan,
many flavors of InfiniBand, and Myrinet GM, each with performance
exceptionally close to the raw device throughput.

RUGGED HIGH AVAILABILITY

Lustre organizes all servers in active-active failover pairs. Together with
protocol interoperability between versions, live cluster upgrades are now
routine.

POSIX COMPLIANCE

Lustre provides a tested and fully compliant file system interface in accor-
dance with the POSIX standard.

CONFIGURATION? JUST MOUNT

Lustre (from version 1.6) revolutionizes configuration simplicity. Routine
formatting and mounting of server devices aggregates them into a global
high availability cluster file system.

INNOVATIVE PROTOCOLS

Lustre employs a distributed lock manager to handle access to files and
directories and synchronize updates, improving on the metadata journal-
ing approach used by most modern file systems.

Intent-based locking

To dramatically reduce bottlenecks and to increase overall data through-
put, Lustre uses an intent-based locking mechanism, where file and
directory lock requests also provide information about the reason the lock
is being requested.

For example, if a directory lock is being requested to create a new, unique
file, Lustre handles this as a single request. In other file systems, this
action requires multiple network requests for lookup, creation, opening,
and locking.

Extreme Parallel Computing

The Lustre lock manager automatically adapts its policies to minimize
overhead for the current application. Files being used by a single node
are covered by a single lock, eliminating additional lock overhead. Nodes
sharing files get the largest possible locks which still allow all nodes to
write at full speed.

ABOUT CLUSTER FILE SYSTEMS, INC

Founded in 2001, Cluster File Systems™ is the development and support organization for the
Lustre™ File System. The company’s premier object-based file system has demonstrated
acceptance and capability on the world's fastest cluster supercomputers. Partnered with leading
HPC storage, server, and software vendors, Cluster File Systems is poised for continued
profitable growth as cluster customers worldwide realize the benefits of scalable, reliable storage
with Lustre. The company is headquartered in Boulder, Colorado, with operations in North

America, Europe, and Asia.

Lustre is Open Source software, distributed by CFS under the GNU General Public License.

V1.4 REQUIREMENTS

Lustre 1.4 is now available to the general public under the GNU GPL.
Operating systems

- Red Hat® Enterprise Linux 3+ « SuSE® Linux ES 9

« Linux® 2.4 and 2.6

Hardware platforms

« |A-32 - |A-64 < X86-64 « PPC

Networking

« Quadrics® Elan 3 « Quadrics Elan 4

« TCP/IP « InfiniBand™ « Myrinet®

PROVEN PERFORMANCE

Lustre powers most of the world’s largest Linux supercomputers and is the
first production tested object-based Linux cluster file system.

Recent results*

File 1/0 % of raw bandwidth >90%
Achieved single OSS 1/O >2.5 GB/sec
Achieved single client 1/0 >2.0 GB/sec
Single GigE end-to-end throughput 118 MB/sec
Achieved aggregate 1/0 22 GB/sec
Metadata transaction rate 8973 ops/sec
Maximum clients supported 11,500

* Performance measurements made in 2004-2005 on production and test clusters at Bull, LLNL, and
Sandia National Laboratories.

PROFESSIONAL SUPPORT

Cluster File Systems, Inc. provides technical support, training, and
engineering services for Lustre. In addition to tuning and supporting
commodity storage components, we work closely with storage and cluster
vendors to develop the next generation of intelligent storage solutions.

Please contact us for a free evaluation of the latest version, on-site training
for you or your customers, and assistance with your file system deploy-
ment.

FEATURED PARTNERS

* Bull

* Cray®

* DataDirect Networks® * HP®

* Hitachi Data Systems® * Linux NetworX®

* Novell® * Quadrics®

* Scali® * Sun Microsystems®

Cluster
File e
% Systems,Inc

Copyright © 2005 Cluster File Systems, Inc.
All rights reserved.

Lustre, the Lustre logo, Cluster File Systems, and CFS
are trademarks of Cluster File Systems, Inc in the United
States. All other product names mentioned herein may
be trademarks or registered trademarks of their respective
companies.

CFS#11.05 - 1.4.6

For more information about Lustre, go to:
http://www.clusterfs.com



NAREGI

LI A5y NNAREGIZ7O55 L

NAREGIZO77LDEETHD

NAREGI (National Research Grid Initiative) 7075 ATl [f%kin - SHEREARR—/N—2 E1—2D%EF|IH| 70
Ih D—BEL T AREZXT—IVEF DS EM R REDEELREFICANLZT) YRS 7 DM ERREET-TVET,

AKTOTS LG B ERFMEFR RO TR A ERI%ZEL T B B M N @B % X5 /-DIC R ZE R
HIEE)  FEEREHERER O TVET,

E L IERFEREAICBNTE. T YRINILI 2 7 OMERFERVCT)RREBEOEE - ERICLELY—IILORMETOIEEDIC,
EAEDTYRBRIBEDEHEEZEIEL TV ET I THESNERRIE RARFNIEREE (YA N—-HY(I>R-A2TFRNT
JFv:CSI) DERICAWVCER T HHDEHFINTVET,

ESICHFRIEMEFRICENTE FUYRINV I P ERMBIAREL T F/ HEFEL—FTybEL KAV EL—F2I T L
TIIEBRARAGETH AR 2L -3V INI T T OMERFEEERBL TWET,

VORI A 3 LA PALLL & f 7 &
(B 1SR FZR) 12 72Ab77F+ (CSI)

P fkitiat 5 A

JVyRINIVI TP RSE

SRATURIFIL
[ FUo BB REEE 7 DRI
$ALIYRIYIK
BRI K

IRILY T DIREE
J)yRAZ2 =51 DR

| FURP TV~ a B

|

[vor7arsoms | RERE
|
|

F—55Y N AR
| FITTICED (BSERITHRITE BLV
FyRT—58tx 1 UT(HE 7y F DEEE T 7V —a HiiiE)
[F/7705—2 22079kt | IR B

ERRRORE L E R
PV —a MARREBER
(3 FHEFTER)

NERr—IVicETO

: By RIT Ui
| BT ETERE HEMEERORE

|| F/H AT ROR R

RRDHR CURTRES EREE
BERHOYAILRIUIK b= ST,

|BEX AZALE2—T127) |
ERLRNOEH ke

EEFRHPS

F/BEERF TR R [ vrnsraasHL—va> ||

IR RS DHEE

[ " rz—orasea—5127|
‘ o f TobALEa—F127 || I F )

EXFCOFAH
(FHRLLWHIEIHEY)

A==V E1—FT1 2T EH
ERXCRAGES

AGSIC

Global Scientific Information and Computing Center



Networking

NAREGI

Science Grid NAREGI Program

Objectives of NAREGI Program

The NAREGI (National Research Grid Initiative) program aims to research and develop grid middleware that will put the
construction of the computer research environment in the petascale era in view, as part of the "Development and Application
of Advanced High-performance Supercomputer Project."

This program is a system of joint research development that designates the National Institute of Informatics (NIl) and the
Institute for Molecular Science as its core, in order to cooperate strongly with the cooperating organizations. The program
also involves cooperation with the industrial world.

The NIl offers the tools that are necessary for the research and development of the grid middleware and the construction
and utilization of the resulting grid environments. In addition, the Institute aims at cooperation of the grid environment with
those of various countries.

The achieved result is expected to contribute significantly to the achievement of the Cyber Science Infrastructure (CSl).

In addition, the Institute for Molecular Science as the proof research base of the grid middleware is targeting the nano-field
by researching and developing large-scale simulation software.

Cyber Science

Center for Grid Research
Infrastructure(CSl)

and Development
(National Institute of Informatics)

Grid Middleware

Resource Management in
the Grid Environment

Productization of
Generalpurpose Grid Middleware
for Scientific Computing

Science Grid Environment

Grid Programming Environment Grid Middleware for Large

Computer Centers

Grid Application Environment

Data Grid Environment Evaluation of Grid System E(Ter:ggn:g);gsla?;gg Engineers)

with Nano Applications

High-Performance
& Secure Grid Networking

Contribution to International
Scientific Community and
Standardization

Grid-Enabled Nano Application

Computational Nano-science Center
(institute of Molecular Science)

Toward Petascale Computing
! Environment for

‘ Computatio}aarluMethods for
l Nanoscience using the Latest
| Grld Technology

Scientific Research

Subjects of Research Vitalization of Industry
Requirement from the Industry

with regard to Science Grid for o Large-scale Computation
Industrial Applications i ) —— Progress in the Latest Research

|| High Throughput Computation and Development
=k ] (Nano, Biotechnology)

Solicited Research Proposals . 5
from the Industry to Evaluate N ﬁewih/ie’tiﬁoaol()gy'
Abglications § | for Computational Science

Use In Industry

Industrial Committee for N T (New Intellectual Product
Development)

Super Computing Promotion
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NAREGI

Research Themes

l Resource management in the grid environment

Super Scheduler Grid VM Distributed Information Services

NAREGI is currently conducting research and development of the Super Scheduler, which administers all the scheduling opera-
tions in the grid, including the "resource broker" functions. This function takes into account the requests from users, such as the
number of CPUs, degree of urgency, and cost. Furthermore, efforts are also focused on securing computer resources through the
Grid VM (Virtual Machine). This machine carries out resource control, resource protection, and scheduling at the local level of the
computer resources. Efforts to secure computer resources are also being conducted through the Distributed Information Service,
which is used for management and assessment of such aspects in the grid as computer resources, networks, software, and

users.

. Grid programming environment 5
Grid RPC System Grid MPI System

As for the Grid RPC, the NAREGI project has been developing a system enabling easy development and high execution effi-
ciency within the grid application software, with several clusters of a few dozen to hundreds of CPUs; this system is based on a
model that allows the library functions to be called from a remote computer. As for the Grid MPI, NAREGI is carrying out research
and development on TCP/IP-level or MPI-level communication libraries to realize high-performance, interoperable communication
that takes into account the variable communication delay on the network. Both of these projects are expected to contribute to in-
ternational standardization through the Global Grid Forum.

. Grid applications environment

Grid Workflow Grid PSE Grid Visualization System

Applications being simple and the movements of mechanisms being efficient are important within the grid environment. To this
end, NAREGI is conducting research and development of a Grid Workflow and a Grid PSE (Problem-solving Environment). Grid
Workflow is meant for easy control of job flow in Grid programming, either in terms of user-friendly GUIs or in terms of compre-
hensible external interface with the script languages. The research on PSE aims at developing an application development and
execution environment that includes the deployment and registration, within the grid environment, of application software devel-
oped by researchers. Further efforts are focused on the execution and coordination of and collaboration among, distributed appli-
cation software, computational modules, and data. Finally, research and development is underway on a Grid Visualization soft-
ware tool, which visualizes the results of computations.

l Data Grid environment

Data Grid fundamental technology Search control technology for database federation

Metadata-based information integration for heterogeneous data resources

Technologies are under research and development for the federation of numerous databases spread throughout the Internet
on the grid environment. The technologies include the Data Grid fundamental technology for managing and querying data resour-
ces using the WSRF-based OGSA infrastructure, search control technology (preventing combinatorial explosion caused by
searching across many databases), and information integration technology with metadata that mediates heterogeneous data re-

sources.

High-Performance & Secure Grid Networking

Network communication infrastructure Security authentication infrastructure

With regard to network function infrastructure for grid computing, NAREGI is conducting research and development on the con-
trol technology, enabling determination of the optimal route based on the measurement of network traffic as well as establishing
multiple alternative routes as backup. Work is also done on the communication protocol infrastructure, that is, optimization of the
communication protocol for large-sized file transfer on the grid. As for the security infrastructure, the goals are to develop a secur-
ity model based on PKI and to implement authentication infrastructure across multiple organizations.
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NAREGI
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Research Themes

l Grid-enabled Nano-applications

Parallelized and decentralized nano-applications for the grid
The NAREGI project aims at making the nano-application software-which has been developed by researchers at the Computa-

tional Nano-science Center at IMS-grid-ready. The NAREGI project is also working on development of middleware for coupled
simulations in the nano-science / nano-technology areas, to conduct applied research in the grid environment, and generally to
create a grid environment suitable for nano-applications.

[ Research on Utilization of Grid Middleware

Application Programming Interfaces (API) Heterogeneous mutual grid utilization technology

Research and development of API and the interoperability technologies, in order to realize a smooth transition from the operation-
al computing environment constructed in the ITBL (IT-based Laboratory) project to the next generation science grid infrastructure,
centered around the next generation supercomputing system

( Grid-Enabled Nano-Applications J NAREGI Cooperating
Research Institutes

(Grid Visualization ) ( Grid PSE J

Grid Industrial sector
Programmin > : ji itachi
fod ;P 9 ( Grid Workflow J Data Grid Fujitsu, Hitachi, NEC,
‘g”g C Industrial Committee for Super Computing
-Grid MPI ] ) Distributged : Promotion
l Information Service (including pharmacy, chemical, metal, material
companies)

(Globus, Condor, UNICORE — BOGSA)

Academic sector
( Grid VM ) Center for Grid Research and Development

Tokyo Institute of Technology, Osaka University,
Kyushu University, Kyushu Institute of Technology
Computational Nano-science Center

The University of Tokyo,

Kyoto University, Tohoku University

High Energy Accelerator Research Organization,

ngh-Performance & Secure Grid Networking

SuperSINET

Research laboratories
National Institute of Advanced Industrial Science

Research and Technology,
NI )-( IMS }( Organizations }( etc :
Japan Atomic Energy Agency

Computing Resources

Contact: Center for Grid Research and Development (Collaborative Center for Research Grid)
Tel: +81-3-4212-2857 Fax: +81-3-4212-2803 URL: http://www.naregi.org/

AGSIC

Global Scientific Information and Computing Center
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Phone: 03-5734-2087 Fax: 03-5734-3198 » Phone: +81-3-5734-2087 Fax: +81-3-5734-3198

E-mail: office@gsic.titech.ac.jp E-mail: office@gsic.titech.ac.jp
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